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Abstract 

Einstein’s razor, a corollary of Ockham’s razor, is often paraphrased as follows: make 
everything as simple as possible, but not simpler.  This rule of thumb describes the challenge 
that designers of a legal system face—to craft simple laws that produce desired ends, but not to 
pursue simplicity so far as to undermine those ends.  Complexity, simplicity’s inverse, taxes 
cognition and increases the likelihood of suboptimal decisions.  In addition, unnecessary legal 
complexity can drive a misallocation of human capital toward comprehending and complying 
with legal rules and away from other productive ends. 

  While many scholars have offered descriptive accounts or theoretical models of legal 
complexity, empirical research to date has been limited to simple measures of size, such as the 
number of pages in a bill.  No extant research rigorously applies a meaningful model to real 
data.  As a consequence, we have no reliable means to determine whether a new bill, regulation, 
order, or precedent substantially effects legal complexity. 

In this paper, we address this need by developing a proposed empirical framework for 
measuring relative legal complexity.  This framework is based on “knowledge acquisition,” an 
approach at the intersection of psychology and computer science, which can take into account 
the structure, language, and interdependence of law. We then demonstrate the descriptive value 
of this framework by applying it to the U.S. Code’s Titles, scoring and ranking them by their 
relative complexity.  Our framework is flexible, intuitive, and transparent, and we offer this 
approach as a first step in developing a practical methodology for assessing legal complexity.  
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I. Optimal Legal Complexity 

Einstein’s razor, a corollary of Ockham’s razor,1 is often paraphrased as follows: make 
everything as simple as possible, but not simpler.2  This rule of thumb describes the challenge 
that designers of a legal system face—to craft simple laws that produce desired ends, but not to 
pursue simplicity so far as to undermine those ends. Whether considered by legal theorists or 
scholars in subfields such as tax, corporate or environmental law, significant debate addresses 
how law might achieve particular societal ends “as simply as possible.”   

There can be no doubt that detailed legal rules are sometimes required to produce desired 
outcomes.  Through an exacting specification, drafters can group similar types of behavior while 
also distinguishing instances where differential treatment is or might be appropriate.  But there 
are limits.  With every new distinction or caveat come the costs associated with looking up, 
learning, and complying with relevant rules.3  Even for drafters, too many trees make it difficult 
to see the forest, and even more difficult to predict how cutting down or planting new trees will 
affect the whole.  These costs are borne by everyone, either in traditional terms, or more 
indirectly in the form of poorly-working legal systems that are not well understood and are 
difficult to reform.  Over-specification in the law can also lead to law’s general de-legitimization 
and a misallocation of human capital.4  At any given moment in time, there exists a finite amount 
of human capital in a society.  Unnecessary legal complexity can drive a misallocation of that 
human capital toward comprehending and complying with legal rules and away from other 
productive ends.   

Of course, one possible response to law’s complexity is to make legal rules less nuanced, 
shorter and easier to understand.  In some instances, such efforts at simplification can be 
achieved without imposing significant policy consequences.5  Yet it is critical to emphasize that 
	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  

1 Ockham’s razor (Occam), also known as lex parsimoniae or the law of parsimony, states “the simplest 
explanation is usually the correct one.” 

2 This paraphrasing is based on the original quote, “It can scarcely be denied that the supreme goal of all theory 
is to make the irreducible basic elements as simple and as few as possible without having to surrender the adequate 
representation of a single datum of experience.”  Albert Einstein, On the Method of Theoretical Physics, The 
Herbert Spencer Lecture, delivered June 10th, 1933 at Oxford University. 

3 See, e.g., Gordon Tullock, On the Desirable Degree of Detail in the Law, 2 EURO. J.L. & ECON. 199, 202 
(1995) (“Do we want people to spend a great deal of time looking up the law, which is costly, or do we want to have 
them violate the law by accident, which … also [is] socially costly?”); Louis Kaplow, A Model of the Optimal 
Complexity of Legal Rules, J.L. ECON. & ORG. 150, 150–51 (1995) (“Rules that are more complex can be tailored to 
acts more precisely, thereby allowing better control of behavior.  Thus, an environmental regulation with finer 
distinctions may be able to prevent more of the most harmful pollution ….  But more complex rules achieve such 
benefits imperfectly … because of the difficulty in applying such rules.  Actors seeking to comply with more 
complex rules may need to expend resources to learn how the rules apply to their contemplated acts.”).  

4 See PETER SCHUCK, THE LIMITS OF LAW: ESSAYS ON DEMOCRATIC GOVERNANCE 13–15 (2000).  
5 Recent evidence points to a potential bipartisan political constituency in favor of at least basic overtures 

toward simplicity.  H.R. 946: Plain Writing Act of 2010 (Signed by President Obama on October 13, 2010) is 
designed “[T]o enhance citizen access to Government information and services by establishing that Government 
documents issued to the public must be written clearly, and for other purposes.” 
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underspecified rules that fail to achieve their desired ends can also impose significant social 
costs.6  Many have observed that the success of law as a mechanism for social, economic and 
political organization is contingent on optimizing this tradeoff between complexity and 
simplicity,7 precisely because the likelihood of legal system’s success is a function of its 
precision.   

Legal rules are one important mechanism through which the state seeks to increase social 
welfare.8  In principle, law can offer the cooperative scaffolding necessary to help solve various 
social dilemmas by aligning incentives, channeling behavior and forcing actors to internalize the 
cost of their respective actions.9  Justifications such as these are often presented as a basis for the 
imposition of law.  To be effective, it stands to reason that the relevant regulatory apparatus must 
minimally reflect the nature and intricacy of social and economic exchange in the society to be 
governed.10  In other words, the question of complexity is really a question of necessity.  Given a 
society and a set of normative preferences, how much complexity in the means is necessary to 
achieve law’s desired ends?  

This question of necessity is particularly challenging, as law must operate in both a static and 
dynamic context, both in the moment and across time.  While current circumstances typically 
dictate how legal rules are crafted, innovation in social interaction, economic exchange, and 
political behavior yield an increasingly complex world whose conduct the law is subsequently 
called upon to regulate.  Thus, as a society or economy becomes more complex, legal rules 
arguably must adapt to match this complexity.11  While this idea is clear in theory, when one 
	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  

6 See supra note 3 and accompanying text. 
7 See Tullock supra note 3; Kaplow supra note 3. 
8 While there is significant normative disagreement regarding the extent to which it is appropriate to use legal 

rules as a means of social organization, it is important to acknowledge the limits of what can be accomplished 
through law.  See RICHARD EPSTEIN, SIMPLE RULES FOR A COMPLEX WORLD (1997).  “Our aspirations for what a 
legal system can do to improve social circumstances is simply too high.  We try to solve more and more problems 
through legal intervention, and fewer through voluntary accommodation and informal practices.”  Id. at 14.  See also 
Richard Epstein, The Optimal Complexity of Legal Rules, U. Chicago Law & Economics, Olin Working Paper No. 
210 (2004). 

9 This requires a mapping between legal rules and the achievement of such desired ends.  An important 
theoretical and empirical project is the exploration of the conditions under which legal rules succeed and fail.  With 
an eye toward answering this type of question scholars have charted a number of different courses, including 
behavioral law and economics.  See, e.g., Christine Jolls, Cass R. Sunstein & Richard Thaler, A Behavioral 
Approach to Law and Economics, 50 Stan. L. Rev. 1471 (1998). 

10 There exist additional legitimate reasons for complexity as noted by one scholar, “[T]he need for increasing 
specificity may also be due to a change in the way society in general, and practitioners in particular, deal with rules.”  
See Lance W. Rook, Laying Down the Law: Canons for Drafting Complex Legislation, 72 OR. L. REV. 663 (1993). 

11 This implies some sort of “scaling” relationship that could be evaluated by comparing some reasonably 
accepted measure of societal complexity with that of legal complexity.  There is unlikely to be strict coupling 
between these two objects as there are often lags between changes in societal circumstances and changes in the 
relevant rule environment.  Indeed, an important question for scholars of institutional design is how to create 
second-order rules that can help reduce this lag by creating triggers that would automatically yield reconsideration 
of the existing rule environment.  Identifying the precise conditions that should trigger change in the landscape is a 
non-trivial matter as the rule environment should change when necessary but otherwise hold the status quo (so as to 
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observes a society and its complex body of legal rules, it is difficult to objectively assess the 
necessity of this complexity.  Observed legal complexity may be driven by a genuine effort to 
keep pace with ongoing developments in society.12  Alternatively, it may only be the by-product 
of politicians’ efforts to deliver particularized benefits to specific individuals or interest groups.   

Politicians may seek to maximize their own reelection function by modifying legal rules in a 
manner consistent with the preferences of their core constituency.  As a general matter, that 
constituency is interested in their specific goals and thus does not have a sufficient interest in the 
impact that this rent-seeking behavior imposes upon the overall complexity of the law.  While 
there is sometimes mention of legal complexity in political discourse, the pursuit of a less 
complex legal system rarely extends beyond mere rhetorical bluster.    

This implies that legislative processes have a directional bias or drift.  Indeed, it is rarely the 
case that legal systems become complex overnight.  Instead, through a time-evolving process, 
institutions slowly creep toward complexity.  Even if each addition, markup, amendment or 
particularized modification to existing law represented only a slight addition to its overall 
complexity, over longer windows of time, the aggregate impact of these small movements is a 
body of legal rules that is exceedingly unwieldy.   

The consideration of these and other questions would be enhanced by both a conceptual 
framework and an empirical strategy designed to better understand legal complexity.  Though 
both academic scholarship and policy rhetoric have often invoked “complexity” to argue for or 
against some particular outcome, many of the existing claims regarding complexity would 
benefit from a more rigorous treatment of the question.13  In other intellectual domains, scholars 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
enforce prior expectations).  Thus, while the advent of “adaptive regulation” would likely improve the performance 
of political institutions, this lag is still a fundamental feature of social, economic and political life.  For a more 
complete treatment of adaptive regulation and management and the associated impediments, see, e.g., Richard S. 
Whitt, Adaptive Policymaking: Evolving and Applying Emergent Solutions for U.S. Communications Policy, 61 Fed. 
Comm. L. J. 483 (2009); Lynn E. Blais & Wendy E. Wagner, Emerging Science, Adaptive Regulation, and the 
Problem of Rulemaking Ruts, 86 Texas L. Rev. 1701 (2008); J.B. Ruhl, Regulation by Adaptive Management—Is It 
Possible?, 7 Minn. J. L. Sci & Tech 21 (2005); Donald Thomas Hornstein, Complexity Theory, Adaptation, and 
Administrative Law, 54 Duke L. J. 913 (2005); Daniel C. Esty, Environmental Protections in the Information Age, 
79 N.Y.U. L. Rev. 115 (2004); Barbara A. Cherry and Johannes M. Bauer, Adaptive Regulation: Contours of a 
Policy Model for the Internet Economy  in PROCEEDINGS OF THE 15TH  BIENNIAL CONFERENCE OF THE 
INTERNATIONAL TELECOMMUNICATIONS SOCIETY (BERLIN 2004). 

12 It is important to note that formal legal rules are by no means the only mechanism that operates to influence 
observed behavior.  For example, social norms, rituals, customs and culture can provide mutual behavioral 
expectations.  With the threat of explicit or implicit social sanction these mechanisms can help induce pro-social 
behavior.  Psychologists, social scientists and legal scholars have devoted significant attention to the important 
coordinative functions of these informal rules.  See, e.g., Jenna Bednar and Scott E. Page, Can Game(s) Theory 
Explain Culture?  The Emergence of Cultural Behavior within Multiple Games, 19 RATIONALITY AND SOCIETY 65 
(2007); Elinor Ostrom, Collective Action and the Evolution of Social Norms, 13 J. OF ECON. PERSPECTIVES 137 
(2000); ERIC POSNER, LAW AND SOCIAL NORMS (2000); Robert Axelrod, An Evolutionary Approach to Norms, 80 
AMER. POL. SCI. REV. 1095 (1986).  

13 Serious discussions of complexity often fall into the realm of tax law.  See, e.g., Joel Slemrod, The Etiology of 
Tax Complexity: Evidence from U.S. State Income Tax Systems, 33 PUB. FINANCE. REV. 279 (2005); see also Chris 
Edwards, Income Tax Rife with Complexity and Inefficiency, 33 CATO INSTITUTE TAX AND BUDGET BULLETIN 

Electronic copy available at: https://ssrn.com/abstract=2307352Electronic copy available at: https://ssrn.com/abstract=2307352



 

	
  

Katz & Bommarito 5 DRAFT v1.01 – 08/01/2013 

	
  

have increasingly advanced our collective understanding by leveraging “big data” and associated 
methods to evaluate a variety of previously underexplored questions.14  Applying an analogous 
approach, we focus upon the specific task of developing complexity measures for legal rules.15 

The complexity of legal systems is, unsurprisingly, a complex area of study.  In the existing 
literature discussing legal systems, there are many inconsistent uses of the term “complexity.”  
For our purpose, we focus upon the human capital expended by a society when an end user is 
required to review and assimilate a body of legal rules.  While this is hardly the only version of 
legal complexity, it does represent a rough conception of the typical understanding of legal 
complexity as invoked by lay people.   

Using our specific view of complexity, this paper measures the complexity of one particular 
body of law - the United States Code.  Organized into Titles, including the commonly referenced 
Title 11 - Bankruptcy and Title 26 - Internal Revenue Code, the United States Code represents a 
large and substantively important body of law familiar to many legal scholars and at least some 
laypersons.  In published form, it contains hundreds of thousands of provisions and tens of 
millions of words.  Though the Code is clearly complex, measuring this complexity is a non-
trivial task.  To do so, we borrow concepts and tools from a range of academic disciplines, 
including computer science, linguistics, physics, and psychology.   

Our conceptual framework is centered upon a hypothetical individual engaging in a 
knowledge acquisition process.  Knowledge acquisition, a field at the intersection of psychology 
and computer science, studies the protocols individuals use to acquire, store, and analyze 
information.16  Using ideas developed in this field, we develop and apply an acquisition protocol 
	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
(2006); Scott A. Hodge, J. Scott Moody & Wendy P. Warcholik, The Rising Cost of Complying with the Federal 
Income Tax, 138 TAX FOUNDATION SPECIAL REPORT (2006). 

14 For a wide variety of questions relevant to legal scholars there exists a virtual sea of well-specified 
information.  The more difficult matter is, of course, to craft a set of appropriate questions that contribute to better 
understanding of a particular substantive issue.  See David Lazer, et. al., Computational Social Science, 323 Science 
721 (6 February 2009); Community Cleverness Required, 455 Nature (4 September 2008).  Some legal scholars have 
also taken note of this trend and highlighted the possibility of a new research agenda at the intersection of computer 
science, social science and the law.  See Paul Ohm, Computer Programming and the Law: A New Research Agenda, 
54 VILLANOVA L. REV. 117 (2009). 

15 Of the existing work that discusses a strategy designed to measure the complexity of the law, this article is 
most closely aligned with Bourcier & Mazzega (2007).  See Danièle Bourcier & Pierre Mazzega, Toward Measures 
of Complexity in Legal Systems in PROCEEDINGS OF THE 11TH INTERNATIONAL CONFERENCE ON ARTIFICIAL 
INTELLIGENCE AND LAW (Stanford Law School 2007).  

16 The field contains both theoretical and empirical scholarship.  The theoretical side of the field is interested in 
developing models of cognition and learning for both humans and machines.  The empirical side of the field tends to 
use experiments to determine how particular environments help or hinder the acquisition of knowledge.  For more 
on this field, see, e.g., José Iria, A Core Ontology of Knowledge Acquisition, The Semantic Web: Research and 
Applications (2009); Wolfgang Schnotz & Christian Kürschner, External and Internal Representations in the 
Acquisition and Use of Knowledge: Visualization Effects on Mental Model Construction, 36 Instruct. Sci. 175 
(2008); Evelyn C. Ferstl & D. Yves von Cramon, Time, Space and Emotion: fMRI Reveals Content-Specific 
Activation During Text Comprehension, 427 Neuroscience Letters 159 (2007); Hossein Nassaji, Schema Theory and 
Knowledge-Based Processes in Second Language Reading Comprehension: A Need for Alternative Perspectives, 57 
Language Learning 79 (2007); Philipp Cimiano, Andreas Hotho & Steffen Staab, Learning Concept Hierarchies 
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for the Code.  In this context, we commonly use the words “cost” and “complexity” 
interchangeably.  This is because we conceptualize complexity as the cost of carrying out the 
acquisition protocol.17  Our protocol indicates that the three primary qualitative features of the 
Code that contribute to its complexity are structure, language, and interdependence.18 

The Code is a document structured as a hierarchical network or tree.  The depth of an 
element in this tree typically corresponds to its level of detail or specificity.19  Not surprisingly, 
the active Titles of the Code sit at the top of the tree, while hundreds of thousands of provisions 
are organized in the many branches below.  These provisions also contain language, and, in total, 
the Code features millions of words with varying lengths and diverse meanings.  Finally, 
citations from one provision to another are often contained within the text of various provisions.  
These citations represent interdependence and allow sections to reference definitions or 
processes contained elsewhere within the Code.  Taken together, these references form a citation 
network that is not constrained by the hierarchical structure of the Code.20 

Having developed this conceptual framework, we use it to empirically measure the structure, 
language, and interdependence of the Code's active Titles.  Throughout this paper, we utilize an 
XML representation of the forty-nine active Titles of the U.S. Code in 2010. 21  We use 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
from Text Corpora using Formal Concept Analysis, 24 J. of Artif. Intel. Research 305 (2005); M. Sanderson & B. 
Croft, Deriving Concept Hierarchies From Text, Research and Development in Information Retrieval 206 (1999); 
John Sweller, Jeroen J. G. van Merrienboer & Fred G. W. C. Paas, Cognitive Architecture and Instructional Design, 
10 Educ. Psych. Rev. 251 (1998); Susan M. Gass, Second Language Vocabulary Acquisition, 9 Ann. Rev. of 
Applied Ling. 92 (1988); Walter Kintsch & Teun A. Van Dijk, Toward a Model of Text Comprehension and 
Production, 85 Psych. Rev. 363 (1978).  

17 Complexity is a concept that has proven difficult to define, measure, and standardize across a wide range of 
fields. Some of the best treatment on the topic includes: Melanie Mitchell, Complexity: A Guided Tour (2009); Scott 
Page, Uncertainty, Difficulty, and Complexity, 20 J. of Theo. Pol. 115 (2008); Claudio Bonanno & Pierre Collet, 
Complexity for Extended Dynamical Systems, 275 Comm. in Mathematical Phys. 721 (2007); Ruedi Stoop, Norbert 
Stoop & Leonid Bunimovich, Complexity of Dynamics as Variability of Predictability, 114 J. of Stat. Phys. 1127 
(2004); P. Allegrini, et al., Compression and Diffusion: A Joint Approach to Detect Complexity, 15 Chaos, Solitons 
& Fractals 517 (2003); David Feldman & James P. Crutchfield, Measures of Statistical Complexity: Why? 238 Phys. 
Letters A 244 (1998); John Bates & Harvey Shepard, Measuring Complexity Using Information Fluctuation, 172 
Phys. Letters A 416 (1993); Charles Bennett, How to Define Complexity in Physics and Why, Complexity, Entropy, 
and the Physics of Information (W. H. Zurek, ed.) (1991); Rolf Landauer, A Simple Measure of Complexity, 336 
Nature 306 (1988); Seth Lloyd & Heinz Pagels, Complexity as Thermodynamic Depth, 188 Annals of Phys. 186 
(1988).  

18 This framework has been applied previously to measure changes in the entire United States Code over time.  
The focus in this paper, however, is on Title-level complexity, not aggregate complexity.  See Michael J. Bommarito 
II & Daniel Martin Katz, A Mathematical Approach to the Study of the United States Code, 389 Physica A. 4195 
(2010).  While the framework offered herein is applied to Titles, our method could be applied at any scope and to 
any composition of provisions of the Code.   

19 See Kaplow supra note 5. 
20 We have carried out an in-depth empirical investigation of this citation network in previous work.  See 

Michael J. Bommarito II & Daniel Martin Katz, Properties of the United States Code Citation Network, 
http://ssrn.com/abstract=1502927 (2010).  

21 This data set was provided by the Cornell Legal Information Institute and can be accessed at 
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measurements based on this data set to calculate a composite measure that offers a 
comprehensive score for the relative complexity of each of these Titles.  This composite measure 
simultaneously takes into account contributions made by the structure, language, and 
interdependence of each Title through the use of “weighted ranks.”  Weighted ranking is an 
approach commonly used to pool or score objects with multidimensional or nonlinear attributes.  
We support the use of a “weighted ranks” framework, as it is flexible, intuitive, and entirely 
transparent, thus allowing other researchers to quickly replicate or extend our work.  Using this 
framework, we provide simple examples of empirically supported claims about the relative 
complexity of Titles. 

Beyond its application in measuring Titles or the Code at any given scope, we believe that 
this high level framework is useful for many academic and policy questions.  In law and social 
science, this framework can contribute a common set of words and tools to comparative and 
normative analyses of complexity.  In policy spheres, this framework can provide a concrete 
mechanism for evaluating and comparing single pieces of legislation, snapshots of documents 
over time or even the outputs of entire legal systems.  Though in this paper we focus only on the 
Code at a single time, the framework developed herein can be successfully applied in order to 
longitudinally measure the Code or any of its pieces.  

In support of these goals, the balance of this paper is structured as follows: Section II 
describes in detail the Code and the process that produces it; Section III outlines prior research 
on complexity, develops our knowledge acquisition protocol, and formalizes our conceptual 
framework for legal complexity; Sections IV, V, and VI carry out measurement of the structure, 
language, and interdependence, respectively; Section VII pools these measurements into a 
composite measure of complexity for each of the active Titles of the Code; and finally, Section 
VIII concludes the paper and outlines directions for future research.  

 

II. The United States Code 

The United States Code is the substantively important corpus that constitutes the compiled 
federal statutory law of the United States.  In published form, the Code spans many volumes and 
contains hundreds of thousands of provisions and millions of words.  This content is organized as 
a hierarchical document, with Titles serving as the initial unit of organization.  The Code 
features forty-nine active Titles, including well-known Titles such as Title 26 - Internal Revenue 
Code, Title 11 – Bankruptcy, and Title 18 - Crimes and Criminal Procedure.  Beyond the initial 
partitioning, the Code carves out additional topical subdivisions resulting in units of decreasing 
size.  Although the specifics vary, each Title begins with a “root node” and its broad topical 
label.  Next, it includes one or more of the following hierarchical elements: Subtitle, Chapter, 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
http://hula.law.cornell.edu/uscode_xml_dist/usc-xml-2010-10-28/.  The United States Code features a total of fifty 
Titles.  However, Title 34 – Navy has been repealed.  With the recent approval of Title 51 - National and 
Commercial Space Programs the United States Code will once again feature a total of fifty active Titles.  All code 
and additional replication materials are available here https://github.com/mjbommar/us-code-complexity and at 
http://computationallegalstudies.com/ .  
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Subchapter, Part, Subpart, Section, Subsection, Paragraph, Subparagraph, Clause, or Subclause.  
In many instances, the hierarchical elements produce Titles with elaborate structures.  As an 
example, Figure 1 both hierarchically visualizes the structure of Title 2 (The Congress) and 
highlights up to ten discrete hierarchical layers of provisions that fall below the Title 2 “root 
node.” 

Figure 1: Hierarchical Visualization of Title 2- The Congress 

 

 

  

 

 

 

 

Although end users22 engage the Code at a given moment, it is a dynamic rather than static 
object.  The United States Code is a constant work-in-progress and its observed changes are 
driven by at least two distinct processes: a legislative process and a lesser-known codification 
process.  There is a host of scholarship devoted to the mechanics of the legislative policy-making 
process, including the fields of public choice23 and legislative politics.24  Indeed, analyses of 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
22 End users of the Code are actors who interact directly with its text.  End users include not only sophisticated 

parties, such as lawyers and lawmakers, but also laypersons, public interest groups, and businesses.  
23 The field of public choice is interested in developing positive theories of politics and the mechanics of 

collective decision-making.  While the origins of modern public choice theory can be traced to seminal work by 
Duncan Black, Kenneth Arrow, Anthony Downs, James Buchanan and Gordon Tullock, many of the ideas are 
actually drawn from much earlier scholars such as Borda and Condorcet.  For leading scholarship in the field see 
e.g. Duncan Black, On the Rationale of Group Decision-Making, 56 J. of Pol. Econ. 23 (1948); KENNETH J. ARROW, 
SOCIAL CHOICE AND INDIVIDUAL VALUES (1951); ANTHONY DOWNS, AN ECONOMIC THEORY OF DEMOCRACY 
(1957); JAMES M. BUCHANAN & GORDON TULLOCK, THE CALCULUS OF CONSENT (1962). 

24 Within economics and political science, the scholarship on legislative politics is vast.  This includes efforts to 
study both internal dynamics of legislative institutions as well as the political markets in which such actors operate.  
See, e.g., WILLIAM RIKER, THE THEORY OF POLITICAL COALITIONS (1962); W. Mark Crain, On the Structure and 
Stability of Political Markets, 85 J. Pol. Econ. 829 (1977); Christopher Achen, Measuring Representation, 66 AMER. 
J. POL. SCI. (1978); James Kau & Paul Rubin, Self-Interest, Ideology, and Logrolling in Congressional Voting, 22 J. 
L. & ECON. 365 (1979); ROBERT MCCORMICK & ROBERT TOLLISON, POLITICIANS, LEGISLATION, AND THE 
ECONOMY: AN INQUIRY INTO THE INTEREST-GROUP THEORY OF GOVERNMENT (1981); Gary Becker, A Theory of 
Competition Among Pressure Groups for Political Influence, 98 Q. J. ECON. 371, 395 (1983); Joseph Kalt & Mark 
Zupan, Capture and Ideology in the Economic Theory of Politics, 74 AM. ECON. REV. 279 (1984); Keith T. Poole & 
R. S. Daniels, Ideology, Party, and Voting in the U.S. Congress, 1959-1980, 79 AMER. POL. SCI. REV. 373 (1985); 
Kenneth Shepsle & Barry Weingast, The Institutional Foundations of Committee Power, 93 AMER. POL. SCI. REV. 
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actions leading to the provision of public goods have a rich history.25  While the classic 
scholarship emphasizes questions of preference aggregation under various institutional 
frameworks,26 more recent work leverages principles from computer science and physics to 
consider how observed policy choices are affected by a series of complex interactions by 
heterogeneous agents operating on a time-evolving landscape.27  Such agents include individuals, 
organizations, corporations and even other countries, all encouraging the relevant political actors 
to support their preferred policy outcomes.   

In much the way Professor Dworkin describes the common law as a chain novel,28 it is 
important to emphasize the temporal and decentralized process that generates the United States 
Code.  At any given moment, the United States Code represents the aggregation of policy 
choices made by various Congresses operating under different political and economic conditions.  
While the Code could, in principle, be completely reset by each respective Congress, as a 
practical matter, drafters of legislation typically build upon the existing document by writing 
legislation that edits the existing corpus in a manner consistent with the drafters’ preferences.  
With an aggregate document produced under such decentralized conditions, even under ideal 
circumstances, complete internal coherence is unlikely to be obtained.  Rather, complexity, 
inconsistency and indeterminacy are almost certain to follow.   

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
81 (1987); Barry R. Weingast & William J. Marshall, The Industrial Organization of Congress: Or, Why 
Legislatures, like Firms, are Not Organized as Markets, 96 J. OF POL. ECON. 132 (1988); Keith T. Poole & Howard 
Rosenthal, Patterns of Congressional Voting, 35 AMER. J. OF POL. SCI. 228 (1991); John Jackson & John Kingdon, 
Ideology, ADA Scores, and Legislative Votes, 80 AMER. J. POL. SCI. 805 (1992); GARY W. COX AND MATHEW D. 
MCCUBBINS, LEGISLATIVE LEVIATHAN (1993); Keith Krehbiel, Where’s the Party?, 23 Brit. J. Pol. Sci. 235 (1993); 
Sarah A. Binder, The Dynamics of Legislative Gridlock, 1947-96, 93 AMER. POL. SCI. REV. 519 (1999); Stephen 
Ansolabehere, James M. Snyder, Jr. & Charles Stewart III, Candidate Positioning in U.S. House Elections, 45 
AMER. J. OF POL. SCI. 136 (2001); Andrew J. Healy, Neil Malhotra & Cecilia Hyunjung Mo, Irrelevant Events Affect 
Voters' Evaluations of Government Performance,107 PROC. OF THE NATIONAL ACADEMY OF SCIENCE USA 12804 
(2010). 

25 See supra note 23.  For additional information see William F. Shughart II, Public Choice in THE CONCISE 
ENCYCLOPEDIA OF ECONOMICS (1993). 

26 Questions of preference aggregation are at the heart of the allied field of social choice theory.  The classic 
work includes contributions by Harsanyi, Arrow and Sen.  See John Harsanyi, Cardinal Welfare, Individualistic 
Ethics, and Interpersonal Comparisons of Utility, 63 J. OF POL. ECON. 309 (1955); KENNETH ARROW (1963), SOCIAL 
CHOICE AND INDIVIDUAL VALUES; AMARTYA SEN, COLLECTIVE CHOICE AND SOCIAL WELFARE (1970).  More recent 
work builds upon this tradition see e.g. Allan Gibbard, Manipulation of Voting Schemes: A General Result, 41 
Econometrica 587 (1973); Richard McKelvey, Covering, Dominance, and Institution-Free Properties of Social 
Choice, 30 AMER. J. OF POL. SCI. 30 (1986), 283-314.  David Austen-Smith & Jeffrey S. Banks, Information 
Aggregation, Rationality and the Condorcet Jury Theorem, 90 AMER. POL. SCI. REV. 34 (1996); Adam Meirowitz, 
Designing Institutions to Aggregate Preferences and Information, 1 Q. J. of Pol. Sci. 373 (2006).  

27 While this work is vast, some of the most interesting recent work in social choice has leveraged a 
computational or agent-based approach see generally Michael Rothkopf, Aleksandar Peke & Ronald Harstad, 
Computationally Manageable Combinational Auctions, 44 MGMT. SCI. 1131 (1998); ALAN KIRMAN & JEAN-BENOÎT 
ZIMMERMANN, ECONOMICS WITH INTERACTING AGENTS (2001); YOAV SHOHAM, KEVIN LEYTON-BROWN, 
MULTIAGENT SYSTEMS: ALGORITHMIC, GAME-THEORETIC, AND LOGICAL FOUNDATIONS (2009). 

28 See RONALD DWORKIN, LAW’S EMPIRE (1986).    
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While the vast majority of the policy offerings proposed by legislative actors do not survive, 
those that do persist are enacted into positive law.  Following passage, the final version of 
legislation is submitted to the Government Printing Office (GPO) and is distributed as a slip 
law.29  Along with other sources such as private laws and treaties, slip laws are published 
annually in order of passage in the Statutes at Large.30  While the Statutes at Large are the law of 
the United States, their chronological ordering does not allow for convenient or categorical 
access by interested parties.  To aid those who seek access to federal law, the U.S. House of 
Representatives - Office of the Law Revision Counsel (LRC) compiles the Statutes at Large into 
the United States Code.31  In this compilation, the LRC removes expired provisions, incorporates 
amendments and groups elements with similar topics into hierarchical elements of increasing 
detail.32  Though elements at or below the section level may contain text, the subdivisions above 
the section level such as Subtitles, Chapters and Subchapters are purely containers for elements 
and feature no substantive text.  

Although often cited by judges and lawmakers, as a technical matter, the United States Code 
is merely prima facie evidence of federal law.33  In the event that a discrepancy between the 
United States Code and the Statutes at Large develops, the latter serves as the ultimate authority.  
Disputes between these sources are rare34 and given its useful organization, most scholars, judges 
and practicing lawyers consult the United States Code.35  While the Code is a repository of 
compiled federal statutory law, it is important to note that it does not represent the exclusive 
repository of federal legal materials.  Specifically, other valid sources of law including 
regulations offered by administrative agencies such as the Environmental Protection Agency, the 
Food and Drug Administration and the Treasury Department supplement the Code and are 
published chronologically in the Federal Register.36  Notwithstanding the existence of these 
	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  

29 A “slip law” is the first print of a new law in pamphlet form, usually available 2-3 days after enactment.  The 
Government Printing Office (GPO) offers a useful description of this process see 
http://www.gpoaccess.gov/plaws/about.html (Last Visited July 8, 2013).  See also Will Tress, Lost Laws: What We 
Can’t Find in the United States Code, 40 GOLDEN GATE L. REV. 129 (2010). 

30 See Tress supra note 20.  
31 For more than ninety years, the complete United States Code has been published every six years with yearly 

supplements offered in the interim periods.  See supra note 29.   
32 Id.  
33 See Tress supra note 29.  “[T]he very meaning of ‘prima facie’ is that the Code cannot prevail over the 

Statutes at Large when the two are inconsistent.”  The “positive law” Titles of the Code (i.e. those which have been 
subsequently enacted by Congress) do prevail over the Statutes at Large.  “[ ... ] whenever Titles of such Code shall 
have been enacted into positive law the text thereof shall be legal evidence of the laws therein contained, in all the 
courts of the United States [ ... ]” 1 U.S.C. § 204.  See also United States v. Zuger, 602 F. Supp. 889, 891 (D. Conn. 
1984) (“Where a title has, however, been enacted into positive law, the Code title itself is deemed to constitute 
conclusive evidence of the law; recourse to other sources is unnecessary and precluded.”) 

34 U.S. National Bank of Oregon v. Independent Insurance Agents of America, Inc., 508 U.S. 439 (1993). 
35 It is important to note that the United States Code omits several important classes of legislation including 

private law, riders on appropriation bills, and certain other temporary laws.  For an extended discussion, see Tress 
supra note 29. 

36 While we do not incorporate these regulations into our analysis, we recognize that their incorporation would 
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additional sources of federal law, we believe the significant scope and attractive properties such 
as compilation and substantive organization make the United States Code an appropriate corpus 
with which to explore the measurement of legal complexity.  

 

III. Complexity, Knowledge Acquisition, and the U.S. Code 

Using the United States Code as an emblematic example of a large and substantively 
important body of law, we develop both a conceptual and empirical framework designed to 
measure its complexity.  The complexity of the law is a topic long considered by legal scholars.37  
Although it is a question with important positive and normative dimensions, the study of legal 
complexity has arguably taken a narrow approach to the question.  As noted by Professor Schuck 
“[F]or all the broad-gauged interest in legal complexity, legal scholars have largely confined 
their analyses of this phenomenon to two aspects:  (1) its transaction costs, including legal 
uncertainty; and (2) certain of its sources, especially litigation incentives, judicial decisions, and 
rule form.”38  In response to the state of the scholarship, “...one is struck by [its] narrowness. 
Legal complexity, after all, has consequences that go well beyond transaction costs, and has 
sources besides litigation incentives and judicial lawmaking.  Its forms, costs, structural causes, 
limits, and possible reform raise important social issues that need to be explored in greater depth 
and breadth.”39  These themes are later echoed in a subsequent survey of legal complexity, 
“[L]egal scholars have not had an easy time defining complexity, and some have been 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
paint a more complete picture of the relevant legal landscape.  Through a process similar to the compilation of the 
United States Code, federal regulations are subsequently compiled by topic in the Code of Federal Regulations 
(C.F.R.).  Of course, administrative regulations and the United States Code are not the only sources of federal legal 
materials.  There also exist additional materials such as judicial decisions, executive orders, revenue rulings, etc.  

37 There exists an extensive literature on legal complexity see e.g. Peter H. Schuck, Legal Complexity: Some 
Causes, Consequences, and Cures, 42 DUKE L. J. 1 (1992); Michelle J. White, Legal Complexity and Lawyers' 
Benefit from Litigation, 12 INTL. REV. OF L. & ECON. 381 (1992); Alyson C. Flournoy, Coping with Complexity, 27 
LOY. L.A. L. REV. 809 (1994); Gordon Tullock supra note 3; Paul J. Feltovich, et al., The Reductive Bias and the 
Crisis of Text (in the Law), 6 J. CONTEMP. LEGAL ISSUES 187 (1995); Epstein supra note 8; Eric Kades, Laws of 
Complexity and the Complexity of Laws: The Implications of Computational Complexity Theory for the Law, 49 
RUTGERS L. REV. 403 (1997); R. George Wright, The Illusion of Simplicity: An Explanation of Why the Law Can’t 
Just Be Less Complex, 27 FLA. ST. U. L. REV. 715 (2000); Byron Holz, Chaos Worth Having: Irreducible 
Complexity and Pragmatic Jurisprudence, 8 MINN. J.L. SCI. & TECH. 303 (2007); Diarmuid Rossa Phelan, The 
Effect of Complexity of Law on Litigation Strategy in LEGAL STRATEGIES: HOW CORPORATIONS USE LAW TO 
IMPROVE PERFORMANCE (ANTOINE MASSON & MARY J. SHARIFF, EDS., 2010).  See also Kaplow supra note 3; S. B. 
Long & J. A. Swingen, An Approach to the Measurement of Tax Law Complexity, 8 J. OF AMER. TAX. ASSOC. 22 
(1987); S.S. Karlinsky, Complexity in the Federal Income Tax Attributable to the Capital Gain and Loss Preference: 
A Measurement Model, Unpublished Doctoral Dissertation, New York University (1981); Bourcier & Mazzega 
supra note 15. 

38 See Schuck supra note 37.  
39 See Kades supra note 37.  
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disarmingly honest about this difficulty. One author admitted that he was tempted to define 
complexity by averring, ‘I know it when I read it.’”40 

In addition to the large body of traditional legal scholarship, there has been a variety of 
theoretical and applied work that has either conceptualized or attempted to measure the 
complexity of the law.  On the theoretical side, two intellectual communities have displayed a 
particular interest in legal complexity.  Specifically, scholars in the subfields of law and 
economics41 and artificial intelligence and law42 have offered contributions to various 
dimensions relevant to the broader question.   

While most of the theoretical work has been concentrated in a couple of subfields, the 
applied scholarship asserting or considering the complexity of the law has been quite varied with 
subject matter experts in a number of substantive fields making contributions.  Among this 
broader set, tax features some of the most significant efforts, to date, to consider and measure 
legal complexity.43  Despite this success, early work in the tax subfield took a pessimistic view 
about efforts at measurement.  For example, an early commentator noted “neither tax 
‘simplification’ nor its mirror image, complexity, is a concept that can be easily defined or 
measured.  I know of no comprehensive analytic framework for these ideas, nor any empirical 
study that supplies a ’simplicity index’ in particular areas of tax law practice.”44  The intervening 
years have witnessed a number of notable attempts to measure the complexity of the tax code.45  

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
40 Id. This point is well taken and it should only lead one to question what specifically triggers the assessment 

on the part of the reader that a given document either is or is not complex.  The success of a measurement strategy is 
its ability to reasonably simulate the conditions associated with this “I know it when I see it” assessment.  The effort 
herein is designed with this in mind.  As a matter of external validation, in future work, we plan to design an 
experimental condition that tests our approach with both general and sophisticated subjects.   

41 See e.g. White supra note 37; Kaplow supra note 3; Tullock supra note 3. 
42 See e.g. L. Wolfgang Bibel, AI and the Conquest of Complexity in Law, 12 Artif. Intel. & L. 159 (2004); Ugo 

Pagallo, As Law Goes By: Topology, Ontology, Evolution in PROCEEDING OF 2ND CONFERENCE ON ARTIFICIAL 
INTELLIGENCE APPROACHES TO THE COMPLEXITY OF LEGAL SYSTEMS (2009); Bourcier & Mazzega supra note 15.   

43 The literature discussing tax complexity is vast.  For a small slice see e.g. Stanley S. Surrey, Complexity and 
the Internal Revenue Code: The Problem of the Management of Tax Detail, 34 LAW & CONTEMP. PROBS. 673 
(1969); J. S. Eustice, Tax Complexity and the Tax Practitioner, 45 TAX L. REV. 7 (1989); Deborah H. Schenk, 
Simplification for Individual Taxpayers: Problems and Proposals, 45 TAX. L. REV. 121 (1989); Stanley A. 
Koppelman, At-Risk and Passive Activity Limitations: Can Complexity Be Reduced?, 45 TAX L. REV. 97 (1989); 
Edward J. McCaffery, The Holy Grail of Tax Simplification, 1990 WIS. L. REV. 1267 (1990); Deborah L. Paul, The 
Sources of Tax Complexity: How Much Simplicity Can Fundamental Tax Reform Achieve, 76 N.C. L. REV. 151 
(1997); Michelle Arnopol Cecil, Toward Adding Further Complexity to the Internal Revenue Code: A New 
Paradigm for the Deductibility of Capital Losses, 99 U. ILL. L. REV. 1083 (1999); Samuel A. Donaldson, The Easy 
Case Against Tax Simplification, 22 VA. TAX REV. 645 (2003); Steven A. Dean, Attractive Complexity: Tax 
Deregulation, The Check-the-Box Election and the Future of Tax Simplication, 34 HOFSTRA L. REV. 405 (2005).  
See also S. B. Long & J. A. Swingen, supra note 37; Karlinsky supra note 37.   

44 See Boris I. Bittker, Tax Reform and Tax Simplification, 29 U. MIAMI L. REV. 1 (1974). 
45 See e.g. S. B. Long & J. A. Swingen, supra note 37; Karlinsky supra note 37. 
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Indeed, with respect to measurements of complexity, tax scholarship arguably offers the most 
concrete attempts to determine the complexity of a written body of law.46  

While scholars have identified various factors associated with complexity, there is little 
agreement on relevant standards and/or a reasonably concrete approach to measurement.  Indeed, 
outside of tax virtually all dimensions related to law’s complexity are still yet to be 
comprehensively measured.  These sentiments are also echoed by Professor Barton who notes 
“[t]he empirical work on legal complexity has been relatively limited.”47  Surveying the 
literature, Professor Barton highlights this lack of agreement by citing the variety of inconsistent 
definitions of complexity offered throughout the literature.48  

Undoubtedly, law’s complexity has many facets.  Given the scope and difficulty of the 
problem, it is thus important for researchers to identify the components of the question they are 
considering.  In this vein, our analysis does not directly consider various costs associated with 
legal compliance, such as record keeping costs.49  We do not consider litigation costs including 
those generated by statutory ambiguity or other forms of legal uncertainty.  While these classes 
of transaction costs are important and worthy of study, uncertainty is not conceptually equivalent 
to complexity.50  In terms of considering complexity, we believe developing measures that 
simulate the structure and content of the relevant written bodies of law is an appropriate place to 
begin any form of broader empirical analysis. 

In an effort to remedy some of the conceptual confusion and return to first principles, we 
consider the decision making process of a hypothetical end user experiencing the Code and 
determining whether to comply with its mandates.  For a given individual (or their learned 
intermediary), the initial step on the path to compliance (or non-compliance) is determining the 
particular legal rule, if any, which touches upon the given matter in question.  Yet, this is only 
one step of a much broader process -- a process that includes various components such as a 
heuristic assessment of whether compliance is net beneficial.  The following steps roughly 
memorialize the process generating the observed level of compliance behavior. 

Rule Search   How complex is the task of determining the rule or set of 
rules generally applicable to the conduct in question? 

 
Rule Assimilation   How complex is the process of assimilating the  

information content of a body of legal rules?  
	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  

46 Notwithstanding, it is clear that even within the sub-field of tax significant work remains.  
47 Benjamin H. Barton, Judges, Lawyers, and a Predictive Theory of Legal Complexity, University of Tennessee 

Legal Studies Research Paper No. 31 (2008) available at 
http://papers.ssrn.com/sol3/papers.cfm?abstract_id=1136372 

48 Id.  
49 See e.g. Joel Slemrod & Marsha Blumenthal, The Income Tax Compliance Cost of Big Business, 24 PUB. FIN. 

Q. 411 (1996). 
50 Scott Page, Uncertainty, Difficulty, and Complexity, 20 J. OF THEO. POL. 115 (2008). 
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Rule Uncertainty   How much latent uncertainty is contained within  

the rule? 
 
Cost Assessment   How costly is it to comply with the rule? 
 
Comply or Not  On balance, do the respective costs and benefits favor 

compliance or non-compliance?  
 

With respect to the complexity of the United States Code, our analysis is devoted to a 
segment of this broader process, most notably rule search and rule assimilation.  We believe that 
together the structure, language and interdependence of the Code collectively impact the 
complexity of the law as experienced by an end user seeking to determine whether certain 
conduct is covered by a particular legal rule.  In order to formalize this experience, we have 
chosen to model the Code as the object of a knowledge acquisition process.51  As noted earlier, 
the study of knowledge acquisition is an important field that combines features of psychology 
and computer science and is primarily focused on how individuals acquire, analyze, and store 
information.52  A common mode of analysis in this subfield is to study the protocols and 
schemas that individuals develop as they learn to perform difficult tasks or acquire complex 
information.53  Such protocols are akin to heuristics or inductive rules that individuals employ to 
handle complex environments.54  

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
51 There exists a wide literature on knowledge acquisition including a peer reviewed journal formerly published 

under the title “Knowledge Acquisition” and later incorporated in the more general journal “International Journal of 
Human-Computer Studies.”  See supra note 16.  See also J.H. Boose, A Survey of Knowledge Acquisition 
Techniques and Tools, 1 KNOWLEDGE ACQUISITION 3 (1989); J.H. BOOSE & B.R. GAINES, THE FOUNDATION OF 
KNOWLEDGE ACQUISITION (1990); R. J. Spiro & J. C. Jehng, Cognitive Flexibility and Hypertext: Theory and 
Technology for the Nonlinear and Multidimensional Traversal of Complex Subject Matter in COGNITION, 
EDUCATION, AND MULTIMEDIA: EXPLORING IDEAS IN HIGH TECHNOLOGY (D. NIX & R. SPIRO, EDS.) 163-205 (1990); 
M.J. Jacobson, C. Maouri, P. Mishra, C. Kolar, Learning with Hypertext Learning Environments: Theory, Design, 
and Research, 5 J. OF EDUC. MULTIMEDIA & HYPERMEDIA 239 (1996); V. M. Godshalk, D. M. Harvey, L. Molle, 
The Role of Learning Tasks on Attitude Change Using Cognitive Flexibility Hypertext Systems, 13 J. OF THE LEARN. 
SCI. 507 (2004); C. W. Holsapple, Victor Raj & William P. Wagner, An Experimental Investigation of the Impact of 
Domain Complexity on Knowledge Acquisition (KA) Methods, 35 EXPERT SYSTEMS WITH APPLICATIONS 1084 
(2008).  

52 Id.  
53 See e.g. John Sweller & Paul Chandler, Why Some Material is Difficult to Learn, 12 COGNITION & 

INSTRUCTION 185 (1994); E. Pollack, P. Chandler & J. Sweller, Assimilating Complex Information, 12 LEARNING & 
INSTRUCTION 1 (2002); Graeme S. Halford & Janie Busby, Acquisition of Structured Knowledge Without 
Instruction: The Relational Schema Induction Paradigm, 33 J. of Experimental Psychology 586 (2007).  A number 
of related ideas can be found in the exploration of how law students learn to reason about cases and the relational 
topology of common law jurisprudence.  See Fleurie Nievelstein, Tamara van Gog, Henny P.A. Boshuizen & Frans 
J. Prins, Effects of Conceptual Knowledge and Availability of Information Sources on Law Students’ Legal 
Reasoning, 38 INSTRUCTIONAL SCIENCE 23 (2008).     

54 See Boose supra note 51.  See generally supra note 51.  
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Reflecting upon the contours of a knowledge acquisition protocol for the United States Code, 
we formalize the experience of an individual trying to obtain information about a particular 
element of the Code.  Whether applied to the entire Code or at a more selected scope, our 
goal is to reasonably simulate the experience faced by our hypothetical end user.  Though we 
will later provide a complete ontology of the Code’s elements, here an element could 
correspond to a portion of the Code of any size.  For example, an end user interested in 
learning broadly about tax could begin by consulting Title 26 as the initial element of 
analysis while an individual interested in filing their personal income taxes might consult 
Title 26, Subtitle A - Income Taxes.  Focusing the scope of resolution, an individual interested 
in the specific rules associated with tax exempt organizations might consult 26 U.S.C. § 501.  
In all of these scenarios, the steps associated with acquiring the relevant knowledge are 
reflected in the following protocol: 
 
 
(1) Select an initial element of the Code corresponding to a concept of interest. 
 
(2) Beginning from this initial element, recursively assimilate the content of all sub-elements.  
  
(3) When a citation is encountered, apply this protocol recursively to the cited element. 

 
 

In applying this acquisition protocol, the complexity associated with acquiring knowledge is 
driven by three qualitative features of the United States Code: structure, language and 
interdependence, each of which we describe in infra Sections IV-VI. 
 
 

IV. Structure: The U.S. Code as Hierarchical Document 

The basic structural feature of the United States Code is inherited from its representation as a 
hierarchical object.  In this hierarchy, the Office of Law Revision Counsel organizes the Code so 
that similar topics are grouped together.  While their groupings are likely imperfect in some 
respects, the general principle is evidenced in the division of the Code into Titles and smaller 
substantively related elements such as Chapters or Parts.  Although we recognize many plausible 
alternative orderings could, in principle, be developed, we hereafter assume that the hierarchical 
divisions and groupings created by the Office of the Law Revision Counsel generally correspond 
to hierarchical divisions within the underlying concepts.   

 The selection of a hierarchical form of organization allows related content to be grouped and 
set forth at increasing levels of resolution.  Formally, the Code is a “tree,” with more distant 
levels of the tree typically addressing more specific concepts.  Each Title or other non-terminal 
element of the Code, e.g., Chapter, can be separately represented as a disjoint “subtree.”  For 
example, Figure 2 below offers the complete tree based representation of the United States 
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Code’s smallest Title, Title 9-Arbitration.55  Within Figure 2, each circle or node corresponds to 
an element of the respective Title.  All trees have one root element and at least one leaf element.  
In Figure 2, the root element or “root node” is found at the top of the tree and is labeled “Title 
9.”  In a tree style representation, leaf elements are terminal points that occur at the end of 
branches, such as 9 U.S.C. § 9 or 9 U.S.C. §16(a)(1)(A) as labeled below.   

Figure 2: Hierarchical Visualization of Title 9- Arbitration 

 

In addition to differentiating between root and leaf elements, there are a number of additional 
substantive distinctions between elements of the Code.  In the codification process discussed in 
Section II, infra, the hierarchy chosen imposes labels onto elements that reflect their resolution 
with respect to the Title.  These labels vary across Titles, but as described earlier, any given 
element will be one of the following: Title, Subtitle, Chapter, Subchapter, Part, Subpart, Section, 
Subsection, Paragraph, Subparagraph, Clause, or Subclause.  Thus, Title 9 is divided into three 
Chapters: Chapter 1 - General Provisions, Chapter 2 - Convention on the Recognition and 
Enforcement of Foreign Arbitral Awards, and Chapter 3 - Inter-American Convention on 
International Commercial Arbitration.56  Under each of these Chapters, there are also a number 
of additional subdivisions including sections and subsections.  Sections are of particular 
importance because they are both the first level at which substantive text appears and the first 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
55 As Title 9 is the smallest Title in the United States Code, it allows us to clearly indicate these distinctions that 

would otherwise be obscured by the size of the tree for other Titles. 
56 While Chapter 1 is explicitly labeled, the remaining Chapters are located at the same horizontal level of the 

hierarchy. 
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level at which the hierarchy can terminate.  Sections, however, need not be the point of 
termination for the tree.  In Figure 2, for example, 9 U.S.C. § 9 is a leaf node, 9 U.S.C. §16 is not 
a leaf node because it features a number of elements below the section level such as 9 U.S.C. 
§16(a), 9 U.S.C. §16(a)(1), or 9 U.S.C. §16(a)(1)(A).  

To formalize these structural classifications, we distinguish between elements above the 
section level, section elements, and elements below the section level.  As noted above, elements 
above the section level, such as Titles or Chapters, do not contain substantive text and are 
denoted by 𝑉∗.  Elements at the section level such as 26 U.S.C. §501 or below the section level 
such as 26 U.S.C. §501(c)(3) typically contain text, and are denoted by 𝑉! for sections and 𝑉∗ 
for elements below the sections.  Thus, the set of all elements is given by 𝑉 = 𝑉! ∪   𝑉∗ ∪   𝑉∗ .  
These elements are linked by the set of structural arcs 𝐴!, which in Figure 2 are the lines 
connecting the various hierarchical elements.  Using nodes and structural arcs, we can represent 
the structure of the nth Title as a mathematical graph 𝑇! = (𝑉,𝐴!).57  Table 1 highlights the 
significant scope of the Code’s structure by providing raw counts for structural arcs 𝐴! and each 
of the types of vertices in 𝑉. 

Table 1: The Structural Elements of the United States Code 

Element Notation   Count 

Above Section Nodes 𝑉∗   8,077 

Section Nodes 𝑉!   51,922 

Below Section Nodes 𝑉∗   522,055 

Total Nodes 𝑉   582,054 

 
A researcher could employ a number of legitimate strategies to measure the structural 

properties of the Code.  Similar to the approach previously offered in prior scholarship,58 Table 1 
measures the structural size of the full United States Code at a given temporal snapshot.  
However, it is also possible to unpack the aggregate measure and apply it to the Code’s primary 
sub-components (i.e., Titles).  Much like the full United States Code, the structural complexity of 
a given Title is driven by its size, depth and the relationship between these two features.  As a 
general proposition, we assume ceteris paribus increases in each of these measures typically 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
57 Since 𝑇! is a tree as in Figure 1, 𝐴! must be 𝑉 − 1.   
58 See Bommarito and Katz supra note 18.  
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correspond to increases in the effort associated with knowledge acquisition.  
 

IV.A. Structural Size 

Consistent with the approach offered in Table 1, the size of a given Title can be measured by 
simply counting the number of vertices 𝑉  located therein.  Applying this approach to Title 9 - 
Arbitration yields a count of 68 vertices 𝑉  distributed as 𝑉∗  = 4, 𝑉!  = 31 and 𝑉∗   = 33.  
Although previously displayed in Figure 2, Title 9 offers a highly unrealistic portrait of the 
structural size of an average Title within the Code.  For example, Figure 1 displayed earlier is a 
much more representative U.S. Code Title.  With 𝑉 = 7,873, Title 2 - The Congress is two 
orders of magnitude larger than Title 9 - Arbitration and provides a glimpse of the significant 
variation in Title size.  To capture this variation, we measure the raw size of each of the Code’s 
forty-nine active Titles and report results for the five largest and smallest Titles in Table 2.  
Table 2 also subdivides and reports the total elements 𝑉  into those falling above section 𝑉∗ , 
section 𝑉! , and below section 𝑉∗ .  While measures for each of the forty-nine active Titles can 
be found in Appendix C, Table 2 demonstrates that the disparity in the structural size between 
the Codes’ Titles is on orders of magnitude.    

Both Table 2 and Appendix C also highlight significant differences in the ratio of all 
elements 𝑉  to above section elements 𝑉∗ .  Title 23 - Highways, for instance, has 6 Chapters 
above the section level but 3,809 elements at or below the section level, indicating that each of 
these sections contains a large amount of structure embedded within the section and below 
section elements.  Title 13 - Census, on the other hand, contains 22 Chapters and Subchapters for 
only 250 elements at or below the section level.  The disparity between T23 and T13 indicates the 
latter features much more structure defined in hierarchical elements above the section. 

Figure 3: Scatter of 𝑙𝑜𝑔!"(|𝑉|)and 𝑙𝑜𝑔!"(|𝑉!|) with OLS 

 

Electronic copy available at: https://ssrn.com/abstract=2307352Electronic copy available at: https://ssrn.com/abstract=2307352



 

	
  

Katz & Bommarito 19 DRAFT v1.01 – 08/01/2013 

	
  

As they are units most commonly invoked in policy debates, we focus our analysis upon 
scoring the relative complexity of the Code’s forty-nine active Titles.  Given the substantial 
variation in the sizes of Titles, we initially explore the relationship between section and total 
elements to determine whether Titles are an appropriate unit to compare.  Considering the 
boundary cases, Title 9 defines a small number of rules for arbitration, whereas Title 42 creates 
and manages hundreds of agencies with sizeable scope and authority.  Title 9 contains O(101) 
elements and O(105) words, whereas Title 42 - Public Health and Welfare contains O(105) 
elements and O(107) words.  Given that over 100 copies of Title 9 could thus be contained within 
Title 42, we examine the overall relationship between sections and elements to determine 
whether a reasonable scaling relationship exists.  Figure 3 indicates a fairly strong log-log 
relationship of the form 𝑙𝑜𝑔!" 𝑉! ≈ 0.76  𝑙𝑜𝑔!" 𝑉 − 0.07 with an R=0.94 and p=0.04.  
Based upon Figure 3, we believe it is appropriate, from a structural perspective, to consider 
smaller Titles such as Title 9 as simply scaled versions of larger Titles such as Title 42.  Indeed, 
the presence of this scaling relationship indicates that Title trees are constructed subject to some 
natural constraints that in turn produce the scaling relationship.  Therefore, although Titles are 
clearly far from identical in size, for a class of general questions, we believe it is reasonable to 
engage directly in comparative analysis.  

IV.B. Element Depth Distribution 

The depth of an element corresponds to the hierarchical “level” on the Title tree upon which 
a given element lies.  By assigning depth zero to the root node of the Title tree, the depth of other 
elements can be measured by counting the number of “steps” required to reach a given element 
for the Title node.  Referring back to Figure 1, we observe the initial Title 9 element has depth 
zero, while Chapter 1 has depth one, §16 has depth two, §16(A) has depth three, and so on.  
Given our assumption that the Law Revision Counsel’s recursive division of concepts generally 
corresponds to increasing levels of detail, the depth of an element is a measure of the specificity 
of its contents relative to the overall Title.  Some elements, like Chapters, deal with broad 
concepts and occur higher in the tree (lower depth).  Elements below the section, such as 
individual clauses, tend to focus on very specific definitions or conditions, and thus fall much 
lower in the tree (higher depth).  For example, consider the well-known provision defining tax-
exempt organizations -- 26 U.S.C. §501(c)(3).  Working from shallow to greater depth, Chapter 
1 - Normal Taxes and Surtaxes lies at depth two, whereas §501(c)(3) lies at depth seven.  

Using this concept of depth, we can generate a basic understanding of the average specificity 
of a Title’s elements.59  If the mean element depth is high, then as an average proposition, more 
of the Title’s elements feature a high level of specificity relative to the Title’s concept.  
Likewise, if the mean element depth is low, the Title’s elements are generally less specific.  
Building from this basic idea, Table 3 offers the five largest and smallest Titles based upon mean 
element depth.60  Table 3 demonstrates that the Titles with the highest levels of depth are Title 26 
- Internal Revenue Code, Title 5 - Government Organization and Employees, and Title 8 - Aliens 
	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  

59 See Rook supra note 10 at 674-675. 
60  All code and additional replication materials are available here https://github.com/mjbommar/us-code-

complexity and at http://computationallegalstudies.com/ . 
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and Nationality, and the Titles with the lowest mean element depths are Title 9 - Arbitration, 
Title 1 - General Provisions and Title 4 - Flag and Seal, Seat Of Government, and the States.  As 
a matter of external validation, both Table 3 and the Appendix appear to distinguish between 
Titles with greater substance and those featuring more ministerial content.  For example, tax 
scholars often highlight the intricacy of federal tax law.61  Thus, it is not terribly surprising to 
find the Internal Revenue Code features the highest mean element depth.  At the same time, Title 
9 – Arbitration, as displayed in Figure 1, unsurprisingly features the lowest mean depth.   
 

Table 3: Five Largest and Smallest Titles by Mean Element Depth 

Title Avg. Depth 

26 7.80 

5 6.66 

8 6.51 
20 

6.41 

49 6.40 

13 3.97 

32 3.50 

4 
3.23 

1 2.85 

9 2.82 
 

 

IV.C. Comparing Size and Mean Element Depth  

Consistent with the approach offered in Figure 3, we sought to explore the relationship 
between a Title’s size and its mean element depth.  Representing the forty-nine active Titles, 
Figure 4 is a scatter plot memorializing the relationship between size and depth.  This diagnostic 
figure indicates that size is, at best, weakly correlated with mean element depth.  The ordinary 
least squares relationship has slope 1.00, intercept 1.34, an R=0.72, and a p-value of 0.14.  While 
some large Titles are also the most intricate and some small Titles are the least intricate, a non-
trivial number of Titles disobey this trend.  For example, while Title 42 is by far the largest, it 
has only the tenth largest mean element depth.  

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
61 See supra note 43. 

Electronic copy available at: https://ssrn.com/abstract=2307352Electronic copy available at: https://ssrn.com/abstract=2307352



 

	
  

Katz & Bommarito 21 DRAFT v1.01 – 08/01/2013 

	
  

Figure 4: Scatter of Mean Element Depth and 𝑙𝑜𝑔!" 𝑉  with OLS 

 

 
V. Language 

In addition to its structural features, the United States Code’s most recognizable feature is its 
language.  Distributed across its vast architecture, the Code features millions of words.  It is, of 
course, these text strings within the Code that are organized and presented to the end user.  The 
content of this language is a second factor that contributes to the complexity of the United States 
Code.  Thus, it must be included in any serious model of its complexity.  

While it is hardly controversial to argue that language increases the cost of knowledge 
acquisition, measuring how language contributes to the complexity of the knowledge acquisition 
process is, of course, challenging.  Even a cursory review of the Code demonstrates that the 
amount of text, as well as the size and distribution of different words, can vary significantly 
across the Code’s respective elements.  To capture these differences, we offer a measure of 
linguistic complexity that seeks to model the “cost” of assimilating the language contained 
within each element of the Code.  Although likely imperfect in some respects, we are interested 
primarily in the number of words, the average length of those words and, most importantly, how 
the distribution of these word frequencies varies across multiple elements of the Code.  

Returning to the knowledge acquisition process outlined in Section III, supra, the second step 
in the protocol reads “Beginning from this initial element, recursively assimilate the content of 
all sub-elements.”  Here, “assimilate” refers to the process of reading and understanding the 
actual text of each of these elements.  The manner in which individuals synthesize textual 
information is a question at the forefront of research in cognitive psychology and learning 
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theory.62  Without doing deep violence to research in this domain, we can think of language as 
imposing some “cost” on the individual, and thus we would like to measure how the actual text 
of an element corresponds to its corresponding per word cost in the knowledge acquisition 
process.  We believe the “cost function” is driven not only by the volume of words but also by 
features of those words and the distribution of the word frequencies across the respective corpus.  
After providing per-Title word counts, our analysis shifts to consideration of the various 
linguistic properties such as the average word length and the entropy of a Title’s word 
distribution. 

V.A. Size  

To measure the size of a given Title’s linguistic content, we simply count the number of 
tokens contained within all elements of a Title.  Here, “tokens” refer to contiguous strings of 
text, which are often words but may also be numbers, citations, or abbreviations not formally 
considered words.63  Using token counts, Table 4 shows the five largest and smallest Titles.  In 
addition, Table 4 highlights the average number of tokens per section for each of these Titles.64  
This table confirms the suspicion that Title 42 and Title 26 are the largest Titles by content size.  
Yet, Title 16 is surprisingly similar in raw size to Title 26.  In a manner similar to raw structural 
size, Table 4 demonstrates that the cross-Title variation in token counts is on orders of magnitude 
with the largest Title, featuring roughly O(106) tokens, and the smallest Title, which features 
O(103). In addition, Table 4 demonstrates a significant amount of variation in average tokens per 
section with Title 26 featuring an average of 487 tokens while Title 9 contains only 80 tokens per 
section.  

Table 4: Five Largest and Smallest Titles by Token Count 

Title Tokens Tokens per Section 
42 2,732,251 369.22 

26 1,016,995 487.07 

16 947,467 200.48 

15 773,819 336.88 

7 751,579 274.00 

3 7,564 120.06 

27 6,515 144.78 

4 5,598 119.11 

1 3,143 80.59 

9 2,489 80.29 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
62 See supra notes 50-53.  
63 We selected token rather than other alternative length measures, such as pages, as we believe these are far less 

likely to be impacted by formatting conventions. 
64 All code and additional replication materials are available here https://github.com/mjbommar/us-code-

complexity and at http://computationallegalstudies.com/ . 
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V.B. Average Word Length  

When considering the process of assimilating the information contained within a given 
element of the Code, the volume of words is important but by no means the exclusive property 
driving its complexity.  One important refinement is to consider the average length of the words 
contained within each Title.  As a general proposition, we believe longer words are more 
difficult to comprehend.  However, the relationship is not strict as word utilization rates can 
impact the complexity as experienced by the end user.  While word length is often inversely 
proportional to frequency of use, there are a number of short words that are used infrequently 
and a number of longer words that are easily understood by the average reader.65  While we 
believe length is often associated with complexity, we recognize the assumption does not always 
hold in every discrete instance.  However, given the scope of information in question, we believe 
that as a basic proposition, Titles with longer average word length will prove more costly to 
review. 

In order to measure the average word size across Titles, we again tokenized the text and 
generated a “bag of words” distribution for every section within a Title.  Since we are interested 
in the length of contextually relevant nouns and verbs, we remove “stop-words” such as “and,” 
“or,” and “but” from the text.66  These “stop-words” are typically short words that decrease the 
average word length in proportion to the amount of grammar in the text.67  The resulting “bag of 
words” therefore represents the relevant nouns and verbs in each Title.  Using this approach, 
Table 5 highlights the ten Titles with the highest average word size.  These Titles with the 
highest average word size seem to represent some of the more technical and specific Titles in the 
Code.  Titles 6 and 50 deal with security and defense, whereas Titles 44 and 41 deal with 
Education and Public Contracts respectively.  In general, a review of Table 5 demonstrates the 
variation within these Titles is fairly minimal.  Thus, while this measure seems intuitive, it does 
not actually meaningfully distinguish between Titles.  

 

 

 

 

 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
65 There exist additional potential complications.  For example, in some instances, longer words are more 

specific and thus their use can result in less ambiguity. 
66 CHRISTOPHER D. MANNING, PRABHAKAR RAGHAVAN & HINRICH SCHÜTZE, INTRODUCTION TO INFORMATION 

RETRIEVAL (2008). 
67 Id.  
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Table 5: Ten Titles with Highest Average Word Size 

Title Avg. Word Size 
6 6.90 

50 6.83 
44 6.74 
22 6.74 
41 6.73 
18 6.16 
27 6.15 
26 6.10 
4 6.10 

11 6.07 

 

V.C. Word Entropy  

In addition to the volume and average word length of each Title, there exists additional cross-
Title linguistic variation that is important to capture.  Specifically, we are interested in the 
diversity of language and concepts within Titles as, all else equal, it is more difficult for an 
individual to assimilate information in a corpus with high concept variance than one comprised 
of largely homogeneous material.  Although a number of potential measures could be employed 
to consider the question of language and content variation, we borrow the concept of entropy 
from the field of information theory as it is well suited to our question.68 

In information theory, the use of entropy has a long intellectual history.  While entropy 
measures have roots in thermodynamics, the use of entropy traces back to the early and 
influential work of Claude Shannon.  During his work at Bell Labs, and through his important 
1948 paper “A Mathematical Theory of Communication,” Shannon applied entropy to message 
passing over noisy signal lines in order to quantify the average number of bits needed for storage 
of a given communication.69  Together with a number of allied concepts, Shannon’s work has 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
68 Information theory has a long intellectual history and is a field that has garnered attention from some of the 

greatest mathematicians of the 20th century including Claude Shannon, Richard Hamming, Edwin T. Jaynes and 
Andrey Kolmogorov.  See e.g. Claude E. Shannon, A Mathematical Theory of Communication, 27 BELL SYSTEM 
TECHNICAL JOURNAL 379 (1948); Claude E. Shannon, Prediction and Entropy of Printed English, 30 BELL SYSTEM 
TECHNICAL JOURNAL 50 (1951); Edwin T. Jaynes, Information Theory and Statistical Mechanics, 106 PHYS. 
REVIEW 620 (1957); Andrey Kolmogorov, Three Approaches to the Quantitative Definition of Information, 1 
PROBLEMS IN INFORMATION TRANSMISSION 1(1965); JOHN R. PIERCE, AN INTRODUCTION TO INFORMATION THEORY: 
SYMBOLS, SIGNALS AND NOISE, 2ND ED.  (1980); RICHARD W. HAMMING, CODING AND INFORMATION THEORY 2ND 
ED. (1986); T. M. COVER & J. A. THOMAS, ELEMENTS OF INFORMATION THEORY (1991); Rolf Landauer, The 
Physical Nature of Information, 217 PHYS. LETT. A 188 (1996).  

69 See Shannon supra note 68.  Shannon was supposedly encouraged to use the term entropy by John von 
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proven important to a number of fields including cryptography, machine learning and artificial 
intelligence.70  In addition, entropy has enjoyed appeal in other domains where information 
processing is relevant including physics, statistics, economics, as well as many other related 
disciplines.71 

Entropy is a statistical measure designed to characterize the uncertainty or variance of a 
signal, message or body of text.  The basic intuition that underlies entropy is related to 
prediction.72  In a signal environment, prediction of the future information content of a message 
is more difficult when that message is drawn from an environment with greater variation.  
Imagine an individual were to observe a certain percentage of a full message and were then 
interested in predicting the balance of the message.  Entropy measures what percentage of the 
information content is contained within the partially observed message.  In the low entropy 
environment prediction is far more likely than in an environment with high entropy.   

While the notion of entropy is relatively straightforward, it has led to significant advances in 
engineering, computer science, and the physical sciences.  Consider the case of compressing 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
Neumann.  Von Neumann argued (1) that Shannon’s uncertainty function had been used in statistical mechanics 
under that name, so it already had a name and (2) no one really understands what entropy is, and thus calling his 
new measure entropy would give Shannon an advantage in any debate.  “No one really knows what entropy is, so in 
a debate you will always have the advantage.”  M. Tribus & E.C. McIrvine, Energy and Information, 224 Scientific 
American 178, 180 (1971).  

70 See e.g. RANJAN BOSE, INFORMATION THEORY, CODING AND CRYPTOGRAPHY (2ND REV ED.)(2008); Varun 
Ganapathi, David Vickrey, John Duchi & Daphne Koller, Constrained Approximate Maximum Entropy Learning of 
Markov Random Fields in PROCEEDINGS OF CONFERENCE ON UNCERTAINTY IN ARTIFICIAL INTELLIGENCE (2008); 
Ashwin Lal, et. al., Data Streaming Algorithms for Estimating Entropy of Network Traffic, 34 Sigmetrics Perform. 
Eval. Rev. 145 (2006); Kamal Nigam, John Lafferty & Andrew McCallum, Using Maximum Entropy for Text 
Classification in PROCEEDING OF THE IJCAI WORKSHOP ON MACHINE LEARNING FOR INFORMATION FILTERING 
(1999). 

71 See e.g. Aonan Tang, et. al., A Maximum Entropy Model Applied to Spatial and Temporal Correlations from 
Cortical Networks In Vitro, 28 J. of Neuroscience 505 (2008); Susanne M. Schennach, Bayesian Exponentially 
Tilted Empirical Likelihood, 92 Biometrika 31 (2005); Roderick Dewar, Information Theory Explanation of the 
Fluctuation Theorem, Maximum Entropy Production and Self-Organized Criticality in Non-Equilibrium Stationary 
States, 36 J. Phys. A. Math Gen 631 (2003); Ehsan S. Soofi, Principal Information Theoretic Approaches, 95 J. 
Amer. Stat. Assoc. 1349 (2000); AMOS GOLAN, GEORGE G. JUDGE & DOUGLAS MILLER, MAXIMUM ENTROPY 
ECONOMETRICS: ROBUST ESTIMATION WITH LIMITED DATA (1996); Imre Csiszar, Why Least Squares and Maximum 
Entropy? An Axiomatic Approach to Inference for Linear Inverse Problems, 19 Ann of Stat. 2032 (1991); Edwin T. 
Jaynes, Information Theory and Statistical Mechanics, 106 Phys. Rev. 620 (1957). 

72 On the topic of prediction, it is important to be clear as to what level of prediction (if any) is actually possible 
given the features of the system.  A classic example of the problem is the distinction between weather prediction and 
tide prediction.  Scientists can predict the tides with high levels of accuracy.  However, the ability to predict the 
weather is severely limited and under many conditions does not perform much better than an almanac outside of a 
10-14 day window.  It is tempting to argue that the system generating tides is less complex than the weather system.  
However, both systems involve almost as many variables.  What makes weather so difficult to predict are the 
elaborate interactions between variables.  When undertaking to generate a predictive model, it is useful to know 
whether the underlying system is more like the tides or more like the weather.  See generally EDWARD LORENZ, THE 
ESSENCE OF CHAOS (1995); HEINZ-OTTO PEITGEN, HARTMUT JÜRGENS & DIETMAR SAUPE, FRACTALS FOR THE 
CLASSROOM: COMPLEX SYSTEMS AND MANDELBROT SET (1992).  
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images such as digital photographs.  From a data compression standpoint the two images 
displayed in Figure 5 represent the low entropy and high entropy boundary cases.  The image on 
the left requires the least memory to store as it is a canvas comprised of a single color.  This 
pseudo-code for compression relies upon two items: (1) a numerical value corresponding to the 
color of any single pixel73 and (2) the dimensions of the canvas.  From an entropy perspective, 
this is a “uniform signal” and its reduced form representation is trivial.  At the other end of the 
spectrum lies a picture generated by a “random signal.”  In this instance, each individual pixel on 
the canvas is assigned a random color.74  As displayed in Figure 5, this random pixel image 
offers the opportunity for only minimal compression as its reduced form representation closely 
approximates its original representation.75  

Figure 5: A Uniform Image and a Randomly Generated Image 

 

What is true for image compression also holds in the case of text-based messages.  The more 
information that is known about what a given message source will produce, uncertainty will 
lower, entropy will lower, and less information can be obtained from additional segments of the 
message.  In the case of a randomly encoded message such as “orange in of going the not large 
kick more end to …” prediction is difficult as the previously received signals offer little insight 
into the content of future signals.76  By contrast, a uniform message such as “dog, dog, dog, dog, 
dog….” contains a single repeated signal.  Observation of any slice of the signal provides fairly 
clear insight as to the content of future messages.77  

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
73 This is the red, green, blue or RGB value.  A pure black canvas has an RGB value = #000000. 
74 In the random signal case, each pixel is assigned a random color assignment.  The pseudocode for this 

assignment requires a randomly generated string of numbers where the assigned number corresponds to an RGB 
value and the length of the string is equal to the number of pixels on the canvas. 

75 In expectation, given an initial random assignment of pixel colors and a reasonably large canvas, there is 
likely to be at least some clustering of RGB values.  This implies that at least some form of reduced representation is 
possible.  However, this compression will be nominal.   

76 In the context of message compression, the fragment “orange in of going the not large kick more end to …” 
does not easily lend itself to reduced form representation.  

77 In the case of the uniform signal, the first fragment “dog” is the only new information content that is imparted 
to the end user.  With only the first fragment and the total length of the message the signal could be quickly 
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As displayed in Figure 6, each possible message falls somewhere on the spectrum between a 
uniformly encoded signal and a randomly encoded signal.  Entropy is a measure designed to 
identify where a given message falls on this continuum.  Given that the content of most language 
is neither uniform nor random, most messages are quite distant from either of these boundary 
cases.  

Figure 6: The Entropy Spectrum 

 

As applied to a distribution of words and concepts such as those contained within the Code, 
higher entropy indicates that it is harder to predict the language and concepts that will be 
contained in a given sample of the Code.  Distributions with lower entropy are likely more 
cohesive, whereas distributions with higher entropy are likely less cohesive.  When an individual 
is reading a Title with higher entropy, that individual is less likely to have already been exposed 
to a randomly sampled word or concept from that Title.  In turn, higher entropy indicates the end 
user will more often encounter new language and new concepts.  We believe measuring entropy 
is useful as it likely captures how linguistic diversity contributes to the cost of knowledge 
acquisition.   

In order to calculate the Shannon entropy of a Title,78 we tokenize the entire text of a Title 
and store these tokens in a “bag of words.”79  Next, we remove all tokens known as “stopwords,” 
such as “the” “it” and “am.”80  These words serve primarily grammatical purposes and do not 
represent concepts.  Thus, their presence in the distribution can artificially skew the results.81  

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
compressed.  

78 While a number of alternative and more sophisticated forms of entropy exist, the original Shannon entropy 
measure is the most straight-forward measure and is still commonly used in the information science literature.  Thus, 
for the purpose of comparing the distribution of words within Titles, we apply the Shannon entropy.  For additional 
work on entropy see Constantino Tsallis, Possible Generalization of Boltzmann-Gibbs Statistics, 52 J. Stat. Phys. 
479 (1988); Alfréd Rényi, On Measures of Information and Entropy in PROCEEDINGS OF THE 4TH BERKELEY 
SYMPOSIUM ON MATHEMATICS, STATISTICS AND PROBABILITY 547 (1960). 

79 See Manning, et. al supra note 58. 
80  Following upon common practice in the field of information retrieval and computational linguistics, we use 

the stopword list from the Natural Language Toolkit (NLTK) available at http://www.nltk.org/   
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For all remaining tokens W in this “bag of words,” we then calculate their empirical probability 
of occurrence, P W = w =   p!.  With a probability distribution for each token, we can then 
calculate the Shannon entropy where Shannon entropy is given by the following formula: 

𝑆 =   − 𝑝!𝑙𝑜𝑔! 𝑝!
!  ∈  !

 

Applying the Shannon entropy measure, Table 6 highlights the five Titles with the highest 
levels of entropy, and the five Titles with the lowest levels of entropy.  Upon qualitative review, 
entropy appears to succeed in separating Titles with central clustered topics from those 
embracing a far more diverse set of subjects.  For example, the Titles with the highest entropy 
are Title 15 - Commerce and Trade, Title 42 - Public Health and Welfare, and Title 16 - 
Conservation.  Title 15 is an excellent example of a high entropy Title, containing over 100 
Chapters ranging from Children’s Bicycle Helmet Safety and the Year 2000 Computer Date 
Change to Collection of State Cigarette Taxes and the Transportation of Firearms.  Title 42 
displays a similar pattern as it contains over 150 disparate Chapters such as Leprosy, Social 
Security, National Flood Insurance, United States Synthetic Fuels Corporation and International 
Child Abduction Remedies.  Although a number of these Chapters are nominally related to the 
umbrella topic “Public Health and Welfare,” at closer inspection the full Title appears bound 
together by little more than the binding.  

Table 6: Five Highest and Lowest Titles by Word Entropy 

Title Word Entropy 
15 10.80 
42 10.79 
16 10.75 
33 10.67 
22 10.67 
27 9.01 
3 8.89 

32 8.50 
1 8.49 
9 8.24 

 

VI. Interdependence 

The third factor that contributes to the complexity of the United States Code is the 
interdependence between its many elements.  This interdependence is explicitly indicated 
through the inline citations contained within its various provisions.  Consistent with the 
	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  

81 Id.   
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acquisition protocol outlined in Section III, supra, an end user who attempts to review the Code 
or even selected portions thereof will likely encounter a citation to another segment of the Code.  
These citations contribute to the cost of knowledge acquisition as an individual following the 
acquisition protocol must expend effort traversing the citation network82 and incorporating the 
information contained within any of the cited provisions.83  In a non-trivial number of cases, the 
protocol results in an extended “walk” across the United States Code when the cited provision 
also contains a citation.84    

Citations are used in a variety of ways, including referencing definitions, qualifying 
conditions, or pointing to well-defined processes.  Regardless of their individual functions, 
citations occur throughout the Code and must be acknowledged in any rigorous study of its 
complexity.  To give a concrete example, consider 11 U.S.C. §101(12A)(A) and (B): 
 

(12A) The term debt relief agency‚ means any person who provides any bankruptcy assistance to an 
assisted person in return for the payment of money or other valuable consideration, or who is a bankruptcy 
petition preparer under section 110, but does not include‚ 
 
(A) any person who is an officer, director, employee, or agent of a person who provides such assistance or 
of the bankruptcy petition preparer; 
 
(B) a nonprofit organization that is exempt from taxation under section 501(c)(3) of the Internal Revenue 
Code of 1986;  

  
 

This example highlights the two classes of citations within the Code – the “within-Title” 
citations and the “cross-Title” citations.  The first occurs within (12A) and simply reads “under 
section 110” -- this citation is to §110 of the same Title, 11 U.S.C. §110, though the Title must 
be assumed from omission.  The second occurs within (12A)(B) and reads “under section 
501(c)(3) of the Internal Revenue Code of 1986” -- this citation is to the well-known 26 U.S.C. 
§501(c)(3), which falls under Title 26.85  

Building from the example offered above, the presence of either form of inline citation 
implies that in order to fully understand 11 U.S.C. §101(12A)(A) and (B) one needs to also 
consider the provisions it references.  Given the cost associated with executing both the lookup 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
82 See Rook supra note 10.  Of course, if an element contains no citations whatsoever, then the protocol above 

collapses to only the first two rules.  However, given many elements of the Code do contain citations, we embed this 
consideration into our analysis. 

83 See Bommarito and Katz supra note 20. 
84 This “walk” is by no means a random walk.  Rather, it could better be described as a special case of graph 

traversal.  These extended citation paths can grow to be quite lengthy.  The maximum path length from 46 USC 
§51510 and 7 USC §87e requires thirty-two separate steps to complete.  

85 As an additional complication, note that when a named Act like the IRC of 1986 is cited, one must consult a 
short name list in order to determine where the Act was codified. 
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and assimilation of the referenced provision, the properties of the United States Code’s citation 
network are meaningful for those interested in the complexity of the broader object. 

Taken together, the two forms of citation within the Code generate a citation network (or 
dependency graph) whose structural properties can be explored using the tools of network 
science.86  To formalize a representation of this interdependence, we consider a mathematical 
graph like the 𝑇! above.  Similar to the formalization provided earlier, the vertices of the graph 
are the elements |𝑉| of the Code.  This time, however, the graph is not a tree.87  For analytical 
ease, we use the section elements |𝑉!| as the units of analysis and attribute all citations made by 
any elements below the section level back up to its respective parent section.  In the example 
from Title 11 above, both the citations in 11 U.S.C. §101(12A) and 11 U.S.C. §101(12A)(B) 
would be attributed to 11 U.S.C. §101.  Using this formulation, we can encode the citations by 
letting AC be the set of directed arcs from one section to another.  This yields the citation graph 
𝐺 = (𝑉!,𝐴!).  Unlike the structural graphs 𝑇!, this graph is not indexed by Title, as this would 
ignore the existence of citations made across Titles.  Such cross-Title citations are a testament to 
the interdependence that permeates the Code.  The resulting citation graph 𝐺 is large, and if one 
discards any sections which neither make nor receive citations in 𝐺, then |𝑉 𝐺 | = 35,488 and 
|𝐴 𝐺 | = 145,091.  The largest weakly and strongly connected components likewise have 31,306 
and 6,630 sections respectively, indicating that the graph is fairly well connected.88 
 

VI.A. Measuring Interdependence across Titles 

As noted above, there are two forms of interdependence within the Code -- interdependence 
across Titles and interdependence within Titles.  Both forms of interdependence impact the cost 
of executing the knowledge acquisition protocol and thus must be considered in any composite 
	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  

86 Fueled by developments in many academic disciplines, the field of network science is one of the fastest 
growing fields of intellectual inquiry.  The existing work includes various theoretical models as well as large N 
empirical analysis.  In addition to applications in biology and materials science, the extant literature also covers 
social networks and citation networks. See James H. Fowler & Nicholas A. Christakis, Cooperative Behavior 
Cascades in Human Social Networks, 107 PROCEEDINGS OF THE NATIONAL ACADEMY OF SCIENCE USA 5334 
(2010); Nicholas A. Christakis & James H. Fowler, The Collective Dynamics of Smoking in a Large Social Network 
Background, 358 New England J. of Med. 2249–58 (2008); Martin Rosvall & Carl T. Bergstrom, Maps of Random 
Walks on Complex Networks Reveal Community Structure, 105 PROCEEDINGS OF THE NATIONAL ACADEMY OF 
SCIENCE USA 1118–1123 (2008); Duncan Watts, The 'New' Science of Networks, 30 Ann. Rev. of Sociology 243 
(2004); Michelle Girvan & Mark E. J. Newman, Community Structure in Social and Biological Networks, 99 
PROCEEDINGS OF THE NATIONAL ACADEMY OF SCIENCE USA 7821–7826 (2002); Albert-László Barabási & Réka 
Albert, Emergence of Scaling in Random Networks, 286 SCIENCE 509 (1999); Duncan J. Watts & Steven H. 
Strogatz, Collective Dynamics of ‘Small-World’ Networks, 393 NATURE 440 (1998).  The United States Code 
citation network is a special case of citation network.  For technical analysis of the United States Code citation 
network, see Bommarito & Katz supra note 20.  

87 Instead, the citation graph disobeys the hierarchical or vertical tree and memorializes various horizontal 
connections between elements.  

88 In the strongly connected component of the graph, there is a directed path from each vertex in the graph to 
every other vertex.  In the weakly connected component, there is an undirected path from each vertex in the graph to 
every other vertex. 
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measure of Code complexity.  With respect to the interdependence across Titles, we measure the 
relative extent of that interdependence, as all else equal, we would anticipate that some Titles are 
more likely to cite other Titles and some Titles are more likely to be cited by their counterparts.  
To consider these questions, we define the ideas of concept importation and exportation.  When 
a section in Title A cites a section in Title B, this can be characterized as A importing some 
concept from B or as B exporting some concept to A.  Similar to the measures of flow used in 
international trade, we can then consider net importation and exportation as an aggregate flow of 
these concepts.  If a Title is cited by other Titles more than it cites other Titles, then it is a net 
exporter, and likewise a net importer if the opposite condition holds.       

Table 7 displays the results of this calculation.  The Titles that most rely on other Titles are 
Title 42 - Public Health & Welfare, Title 22 - Foreign Relations and Intercourse, and Title 50 - 
War and National Defense.  The Titles that are most relied upon by other Titles are Title 5 - 
Government Organization and Employees, Title 18 - Crimes and Criminal Procedure and Title 
31 - Money and Finance.  In some respects, this net flow measure is likely impacted by the sheer 
size of a Title.  Therefore, Table 7 also reports the normalized “net flow per section” -- where net 
flow is measured relative to Title size.  This approach offers slightly different qualitative results 
than those obtained using the normalized results.    

Table 7: Five Largest Importing and Exporting Titles  

Title Net Flow Net Flow per Section 
5 2,654 2.58 

18 836 0.62 
31 751 1.59 
28 659 0.83 
26 576 0.28 
12 -514 -0.28 
16 -534 -0.11 
50 -561 -0.78 
22 -719 -0.25 
42 -846 -0.11 

 

Although we only provide it with passing attention, another interesting method of analysis is 
to examine the actual dyadic pairs between Titles that operate to generate this flow.  The 
strongest of these directed arcs are shown in Table 8.  Note that the strongest dyadic pair 
corresponds to the link formed between the largest exporter, Title 5, and the largest importer, 
Title 42.  
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Table 8: Five Strongest Title Citation Dyads 

Title A Title B Citations from A to B 
42 5 535 
50 10 403 
22 5 330 
12 42 326 
29 26 302 

 
A slightly different version of this question considers the most interdependent sections.  This 

analysis reveals which individual sections are most interdependent, either by relying on other 
sections or by being relied upon themselves.89  The results are shown in Table 9.  These sections 
all represent concepts that are repeatedly relied on, both within their own Title as well as by 
sections in other Titles.90  

Table 9: Five Most Cited Sections 

Section Citations Received 
26 U.S.C. § 501 679 
8 U.S.C. § 1101 508 
26 U.S.C. § 401 432 
5 U.S.C. § 552 345 

42 U.S.C. § 1395x 341 

 
 
VI.B. Measuring Interdependence within Titles 

In order to measure interdependence within a Title, we need to consider an indexed version 
of the citation graph 𝐺 used above.  For a Title 𝑁, we consider the special sub-graph 𝐺! 
representing only citations between sections in Title 𝑁.  One way of measuring the 
interdependence within a Title is to ask the following question: what proportion of a Title’s 
citations is contained in 𝐺!?  Since any citations in 𝐺 that spanned across different Titles are 
removed in 𝐺!, this must be a proportion between 0 and 1.  Table 10 shows the Titles with the 
five highest and lowest proportions.  Title 26, the “Tax Code”, stands out as almost entirely self-
contained, as 97% of its citations are to other portions of Title 26 itself.  On the other hand, more 
than half of the citations that Title 6 generates are directed at other Titles. 
 
	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  

89 A given section can feature internal references to other internal provisions.  For purposes of this 
measurement, we do not distinguish this case from the more general case of interdependence.     

90 Those interested in a more detailed analysis of the statistical properties of degree distributions should consult 
Bommarito & Katz supra note 20.  
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Table 10: Five Highest and Lowest Proportions of Intra-Title Citation 

Section Citations Received 
26 0.97 
11 0.96 
17 0.95 
4 0.92 
1 0.92 

44 0.59 
36 0.59 
40 0.59 
32 0.58 
6 0.55 

 
 
VII. Building a Composite Measure for Code Complexity 

We have previously argued that features such as structure, interdependence, and language 
collectively characterize the United States Code.  In infra sections IV, V and VI, we have 
provided various measurements relevant to each of these important dimensions.  However, in the 
analysis presented in previous sections, we have not simultaneously considered these features of 
the Code.  In this section of the paper, we present a composite measure that ranks the Code’s 
forty-nine active Titles based on multiple simultaneous criteria.  Unlike previous work on the 
United States Code, our approach yields a composite measure for comparing Titles based on 
their overall complexity, not just a single property.  While our effort is directed toward 
measuring the complexity of Titles, the framework offered could be applied to segments of the 
Code at any size or scope including any unique combination of provisions that maps to the lived 
experiences of practitioners or scholars.  Regardless of the contours of the object being 
measured, the broader purpose of this effort is to estimate the manner in which these factors 
collectively influence the costs of knowledge acquisition.  

Although we are interested in developing a measure to proxy for the amount of energy one 
would need to expend in order to review and acquire knowledge regarding the content of the 
United States Code, it is important to note that results offered here are drawn from an extensive 
set of possible composite measures.  Indeed, a wide combination of functions that behave 
reasonably over our criteria could, at least in principle, be chosen. We have at least partially 
constrained the set of possible composite measures by requiring that any measurement 
framework meet the two following goals.  First, the composite measure should be simple to 
understand and easy to replicate.  As one goal of this paper is to open broader discussion on the 
measurement of complexity for written bodies of law, we believe the best way to foster such a 
discussion is to make our results completely accessible.  Second, we believe a composite 
measure should be flexible enough to evaluate simple competing statements within its 
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framework.  For example, two individuals might disagree as to whether a given piece of 
legislation increases or decreases the overall complexity of the law.  Alternatively, legal theorists 
as well as policy advocates might argue about whether, in the aggregate, law is growing more or 
less complex.  While likely imperfect in some respects, the simplest composite measure that 
meets these two goals is the method of weighted ranks.91  To score a multidimensional object 
such as the United States Code using weighted ranks, the methodology described below is often 
implemented: 
 

1. Choose the set of measurement criteria that are important for the question of interest.   
 

2. Calculate the raw values for each of these selected criteria.   
 

3. Convert the raw scores into a ranking (most to least or least to most)  
 

4. Choose a scheme designed to weight the rank assigned to each of these criteria.  For 
example, the simplest possible weighting scheme is to average the ranks across the 
respective criteria. 

 
5. Calculate the weighted rank for each object.  In the case of averaging, this is simply 

the sum of all ranks divided by the total number of total criteria.  However, many 
alternatives are possible depending upon one’s theory regarding the relative 
contribution of each criterion to overall complexity.  

 
6. Using the weighted rank for each object, re-rank each object from most to least (or 

least to most) using the composite measure calculated in (5).  
 
 

(a) Two Forms of Composite Measurements 

Varying the selected input criteria, we consider two alternative implementations of the 
framework described above.  Both approaches are designed to measure a distinct experience that 
a hypothetical end user could encounter.  The two composite measures we present are 
constructed using either “unnormalized” or “normalized” inputs.  

The unnormalized score is designed to simulate the complexity of reading and assimilating 
the entire content of a given Title.  Imagine that each Title was separately bound and presented to 
an end user for consideration.  The unnormalized score measures the amount of complexity the 
end user would encounter in the knowledge acquisition process.  Under such conditions, factors 
such as sheer size are directly relevant to the analysis as, all else equal, we believe reviewing 
	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  

91 There exist a variety of highly sophisticated applications of weighted ranks.  For a small slice of the existing 
work see e.g. Itay Fainmesser, Chaim Fershtman and Neil Gandal, A Consistent Weighted Ranking Scheme With an 
Application to NCAA College Football Rankings, 10 J. Sports Econ. 582 (2009); J. J. Buckley, The Multiple Judge, 
Multiple Criteria Ranking Problem: A Fuzzy Set Approach, 13 Fuzzy Sets & Systems 25 (1984); Dana Quade, 
Using Weighted Rankings in the Analysis of Complete Blocks with Additive Block Effects, 74 J. of Amer. Stat. 
Assoc. 680 (1979); Robert T. Eckenrode, Weighting Multiple Criteria, 12 Mgmt. Sci. 180 (1965); J.W. Tukey, Sums 
of Random Partitions of Ranks, 28 Ann. of Mathematical Stat. 987 (1957). 
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larger Titles will prove more costly than reviewing their shorter counterparts.  Therefore, the 
unnormalized measure is composed of measures that do not control for Title size.  

By contrast, the normalized measure controls for Title size, thereby capturing the complexity 
of the experience of an end user who encounters a random provision within a given Title.  Again, 
assume an individual was presented with a copy of each Title.  Then, further assume the 
individual was instructed to open to a random page of his or her choosing.  The normalized 
complexity score is designed to measure the expected level of complexity for the provision found 
on that particular page.  While there are a set of questions for which normalization is wholly 
inappropriate, we believe for many substantive applications the normalized complexity score will 
often prove to be most appropriate.  In either case, it is important to remember that both the 
unnormalized and normalized composite measures offer relative (ordinal) and not absolute 
(cardinal) measures of complexity. 

(i). Calculating the Unnormalized Measure 

To calculate the unnormalized score, we select a measurement from each of the dimensions 
we have previously argued contribute to Code complexity.  We use total provisions as a measure 
of size, entropy as a linguistic measure, and net flow as a measure of interdependence.  Relying 
upon the unnormalized raw data reported in Appendix A and with respect to each measure, we 
rank each Title from 1 (most complex) to 49 (least complex).  Table 11, offered below, reports 
the ranks for each of the Codes’ forty-nine active Titles. 

With a rank for each dimension, it is possible to pool these measures into a composite 
measure using a weighted ranking scheme.  For purposes of simplicity, we apply the most naïve 
of possible weighting schemes, thereby taking a simple average across these respective ranks.92  
Although we select this approach, we recognize many plausible alternatives could potentially be 
offered.  However, in deviating from simple averaging, we believe it is necessary to demonstrate 
(1) the departure is justified on theoretical grounds and (2) the alternative weighting scheme 
yields results that are qualitatively distinct from those offered under the more naïve scheme.93  

 

 

 

 

 

 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
92 In this case, this is akin to assigning each measure a weight of  !

!
. 

93 While mere averaging has a certain attraction, it also represents a somewhat arbitrary approach.  Given that 
we do not have any specific theoretical grounds that justify a departure, we have chosen this naïve approach.  
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Table 11: Unnormalized Ranking from Most to Least Complex 

Title Vertices 
 

Entropy Flow Composite Score Composite Rank 

42 1 2 2 1.67 1 

16 3 
 

3 9 5.00 2 

22 9 5 5 6.33 3 

7 5 6 11 7.33 4 

15 6 1 19 8.67 5 

18 16 8 3 9.00 6 
 

12 8 15 10 11.00 7 

5 13 23 1 12.33 8 

26 
 

2 29 7 12.67 9 

10 7 13 21 13.67 10 

20 4 19 
 

20 14.33 11 

25 12 14 18 14.67 12 

31 22 18 4 14.67 12 

49 10 9 25 14.67 12 

19 14 7 28 16.33 15 

29 11 16 22 16.33 15 

33 18 4 29 17.00 17 

50 21 
 

22 8 17.00 17 

28 27 20 6 17.67 19 

38 15 25 17 19.00 
 

20 

2 19 26 14 19.67 21 

30 28 11 23 20.67 22 
 

21 17 12 35 21.33 23 
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6 24 27 16 22.33 24 

40 32 21 15 22.67 25 

43 25 10 34 23.00 26 

45 33 30 12 25.00 27 

47 26 17 37 26.67 28 

8 23 28 31 27.33 29 

41 35 35 13 27.67 30 

46 20 24 43 29.00 31 

23 31 31 26 29.33 32 

36 29 39 33 33.67 33 

48 39 36 27 34.00 34 

17 36 32 36 34.67 35 

37 34 43 30 35.67 36 

39 37 33 38 36.00 37 

32 43 47 24 38.00 38 

24 42 42 32 38.67 39 

11 30 38 49 39.00 40 

44 38 34 46 39.33 41 

35 41 40 40 40.33 42 

14 40 37 45 40.67 43 

13 45 41 41 42.33 44 

3 44 46 43 44.33 45 

1 48 48 39 45.00 46 

27 46 45 46 45.67 47 

4 47 44 48 46.33 48 

9 49 49 41 46.33 48 
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Table 11 reports both a composite score and a composite rank.  This composite highlights the 
complexity of Titles such as Title 42 – Public Health & Welfare and Title 16 – Conservation.  Of 
important note is that, using this measure, Title 26 – The Internal Revenue Code, often decried 
for its complexity, is far from the most complex.  Instead, based on this unnormalized composite 
approach, it is not even in the five most complex Titles.  Tuning the weights, it is certainly 
possible to raise the relative complexity score of Title 26.  However, it requires a rather particular 
configuration of weighting in order to increase the score of this well-known Title significantly.  
In a similar vein, a mere ocular review demonstrates the relative ranking of Title 42 is fairly 
robust to a wide class of alternative weighting schemes.   

(ii). Calculating the Normalized Measure 

An alternative to the unnormalized weighted scheme considers the complexity of an 
emblematic or average provision within each Title.  As noted earlier, if an end user were 
presented with a random provision found within a Title, the normalized complexity score is 
designed to measure the expected level of complexity of that provision.94  Similar to the 
approach offered in the other composite measure, we start by selecting a measurement from each 
of the three dimensions we believe contribute to complexity.95  We use average depth as a 
structural measure, entropy for language, and net flow per section as a measure for 
interdependence.  In addition, given that we are shifting the unit of analysis from aggregate 
Titles to emblematic sections, we are thus interested in not only the expected depth of the 
average section but also the expected number of tokens contained therein.  Thus, for purposes of 
the normalized complexity score we add an additional factor – tokens per section.  This offers 
four separate measures whose raw scores are recorded in Appendix B.  Similar to the approach 
applied to the unnormalized measures, each of the respective columns in Appendix B are then 
ranked from 1 (most complex) to 49 (least complex).  Those rankings are presented in Table 12.  
The far columns in Table 12 report both the normalized score and the normalized rank.  In this 
instance, the weights on each factor are set at .25 rather than !

!
.  

 

Table 12: Normalized Ranking from Most to Least Complex 

Title NetFlowRank TokenRank EntropyRank DepthRank CompositeScore CompositeRank 

42 2 8 2 10 5.5 1 
26 7 2 29 1 9.75 2 
5 1 21 23 2 11.75 3 

49 25 11 9 5 12.5 4 
31 4 17 18 12 12.75 5 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
94 In this case, “normalization” implies that in all components that comprise the composite measure the size of 

the Title is controlled for in one respect or another.  Therefore, the measured highlighted Table 12 all measures 
feature a “per section” or some other analogous form of standardization.   

95 Again, these are structure, interdependence and language.   
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29 22 7 16 6 12.75 5 
12 10 9 15 18 13 7 
20 20 12 19 4 13.75 8 
21 35 3 12 7 14.25 9 
18 3 25 8 22 14.5 10 
19 28 13 7 11 14.75 11 
7 11 19 6 23 14.75 11 

15 19 10 1 30 15 13 
8 31 4 28 3 16.5 14 

47 37 5 17 8 16.75 15 
22 5 32 5 27 17.25 16 
6 16 14 27 14 17.75 17 

16 9 29 3 32 18.25 18 
10 21 31 13 9 18.5 19 
38 17 22 25 13 19.25 20 
50 8 27 22 21 19.5 21 
45 12 15 30 26 20.75 22 
40 15 33 21 15 21 23 
28 6 30 20 28 21 23 
33 29 26 4 31 22.5 25 
30 23 23 11 34 22.75 26 
23 26 1 31 35 23.25 27 
25 18 36 14 33 25.25 28 
39 38 20 33 17 27 29 
17 36 6 32 37 27.75 30 
41 13 24 35 39 27.75 30 
2 14 35 26 36 27.75 30 

46 43 37 24 16 30 33 
11 49 16 38 19 30.5 34 
43 34 40 10 43 31.75 35 
37 30 18 43 38 32.25 36 
35 40 28 40 25 33.25 37 
36 33 48 39 20 35 38 
48 27 45 36 40 37 39 
14 45 44 37 24 37.5 40 
32 24 34 47 46 37.75 41 
3 43 41 46 29 39.75 42 

44 46 39 34 41 40 43 
24 32 49 42 42 41.25 44 
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13 41 43 41 45 42.5 45 
27 46 38 45 44 43.25 46 
4 48 42 44 47 45.25 47 
1 39 46 48 48 45.25 47 
9 41 47 49 49 46.5 49 

 
 

A review of Table 12 indicates the positions of many Titles such as Title 42 – Public Health 
and Welfare remain qualitatively unchanged.  The normalized results presented in Table 12, 
however, do reveal some important departures from Table 11.  Most notably, Title 26 has risen 
from the 9th to 2nd most complex Title.  This is the result of its high scores in token count and 
average element depth.  In addition, the complexity of several medium sized Titles such as Title 
47 – Telegraph, Telephone and Radiotelegraphs and Title 29 – Labor is revealed once we 
control for Title size.  Given the detailed nature of these forms of commercial regulation, the 
results are perhaps not terribly surprising.  Namely, the forms of electronic communication that 
are regulated by Title 47 are complex and thus rules governing this important sector are in turn 
complex.  As displayed in Table 12 as well as in Appendix B, Title 47 displays a significant level 
of structural depth implying the presence of many internal distinctions within each section.  
Furthermore, Title 47 features a significant number of tokens within each of its sections.   

For some Titles, controlling for Title size has the opposite impact.  Under the normalized 
measure, Title 22 – Foreign Relations and Intercourse and Title 16 – Conservation experience a 
significant decline in their relative position. 

 

VIII. Conclusion 

Make the law as simple as possible, but not simpler.  In theory, this should be a guiding 
principle for designers of legal systems.  Understanding complexity, the antithesis of simplicity, 
is therefore important for both theoretical and practical reasons.  Claims invoking the concept of 
complexity are common in both legal scholarship and in policy debates; however, the supporting 
evidence is often quite scant.  In this paper, we present a framework for measuring legal 
complexity motivated by the specific contours of the United States Code.  Though the Code is 
only a small portion of existing law, it is an important and representative body of law.  We 
believe that our framework is appealing because it is both conceptually rigorous and empirically 
measurable.  Our framework is conceptually rigorous because it is anchored to a model of the 
Code as the object of a knowledge acquisition protocol.  By examining this protocol, we find that 
the structure, language, and interdependence of the Code determine its complexity.  This 
conceptual justification allows us to move discussion of legal complexity past assessments akin 
to the adage “I know it when I see it.” 

Having identified these three aspects of complexity, we empirically measure them by 
applying computational techniques that scale to the scope of this large body of information.  We 
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combine these measurements to calculate a composite measure that scores the relative 
complexity of these Titles.  This composite measure simultaneously takes into account 
contributions made by the structure, language, and interdependence of each Title through the use 
of weighted ranks.  Weighted ranks are commonly used to pool or score objects with 
multidimensional or nonlinear attributes.  Using this framework, scholars can evaluate various 
competing empirical claims.  Furthermore, our weighted rank framework is flexible, intuitive, 
and entirely transparent, allowing other researchers to quickly replicate or extend our work.   

The complexity one typically observes in modern legal systems may sometimes be motivated 
by an effort to particularize the law and thereby make it more effective.  However, as a general 
matter, more complex legal systems are likely, all else equal, to be less well-designed and result 
in higher compliance costs and/or lower levels of compliance.  At any given moment in time, 
there exists a finite amount of human capital in a society.  Unnecessary legal complexity can 
drive a misallocation of that human capital toward comprehending and complying with legal 
rules and away from other productive ends.  We believe this has serious implications for 
democratic theory and should be of serious concern to the designers of legal and political 
institutions.   

Thus, while legal complexity is itself a complex question and thus it is probably not perfectly 
measurable down to its neurons, we believe legal complexity can be approximated using the 
tools from complex systems and computational linguistics.  This paper presents the first 
conceptually rigorous and empirical framework for measuring the complexity of a legal system.  
Our methods are of potential application to other legal corpora, such as treaties, administrative 
regulations, municipal codes, and state law.96  Furthermore, our analysis naturally lends itself to 
studies of legal systems over time.97  We believe these and other explorations into the political 
economy of legal complexity are warranted. 

 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
96 Applications of this framework must incorporate the appropriate features of a specific question.  In general, 

we believe that measures based on structure and language are more accurate representations of complexity than 
simple page or provision counts.  See, e.g., Michael D. Ryall & Rachelle C. Sampson, Formal Contracts in the 
Presence of Relational Enforcement Mechanisms: Evidence from Technology Development Projects, 59 
Management Sci. 906 (2009), using number of provisions in contracts and their stringency as a complexity measure; 
David T. Robinson & Toby E. Stuart, Financial Contracting in Biotech Strategic Alliances, 50 J. L. Econ. 559 
(2007), measuring the number of kilobytes of information in contracts; Stuart Gillan, Jaye C. Hartzell & Robert 
Parrino, Explicit vs. Implicit Contracts: evidence from CEO employment agreements, American Finance Association 
Annual Meeting (Boston 2006), using page counts as a proxy for contract complexity.  

97 A useful contribution to the research of legal complexity would be the development of some external 
validation through learning or psychology experimentation.  That said, it is important to note that such efforts by 
themselves are unlikely to isolate and measure the matter scale to the size of the inquiry in question.  Namely, given 
the size and scope of the objects such as the United States Code, an experimental effort is likely to be somewhat 
cursory in its scope but could be usefully complementary to efforts presented herein. 
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